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Abstract
We investigate the association between a wide range of community-level 
environmental, social, and governance (ESG) outcomes and the credit risk of 
U.S. municipal finance fixed-income securities. We develop a novel dataset 
of multiple ESG outcomes for U.S. counties and connect it to a 2001-
2020 panel of municipal bonds issued within those counties. Overall, we 
find supportive evidence that collective increases in community-level ESG 
factors (i.e., ESG outcomes) are associated with reductions in credit risk 
for U.S. municipal finance instruments over time. We theorize that these 
associations arise from variations in investor perceptions and manifested 
changes in fiscal health over time as a function of changing ESG outcomes. 
Post hoc analyses leveraging quasi-exogenous shocks to uncertainty, as well 
as connecting ESG outcomes to various measures of fiscal health at the 
county-year level, and credit ratings at the bond-year level, help validate this 
theory. Our research suggests that even socially agnostic investors should 
investigate the environmental and social performance of a municipality as 
part of their credit due diligence.
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Despite a strong history in the study of corporations, business and society 
research has only recently made important strides in understanding how cer-
tain individual Environmental, Social, and Governance (ESG) factors are 
priced into municipal bonds, a $4 trillion market (SIFMA, 2022) that sup-
ports community projects from infrastructure to the running of schools 
throughout the United States. While investing in public-purpose entities that 
fund health care, education, safety, and public services seems, at first glance, 
to possess a stronger ESG orientation than investments in for-profit corpora-
tions, municipal entities, like their private sector or sovereign counterparts, 
differ substantially in and across their ESG outcomes. Furthermore, the study 
of municipalities offers opportunities to directly associate ESG factors at the 
ecosystem level,1 where they manifest as society-level outcomes (i.e., ESG 
outcomes), to the financial performance of public sector organizations and 
their investors. This “place-based” assessment of ESG outcomes addresses 
an important link underdeveloped in ESG research that often detaches orga-
nizational efforts from where they are located (Nyberg et al., 2022) as well as 
the study of corporate social responsibility and finance performance, where 
corporate social initiatives are often disconnected from real-world outcomes 
(Margolis & Walsh, 2003).

However, much as the developing research on municipal finance has 
linked place-based climate risk (Gilmore et al., 2022; Goldsmith-Pinkham 
et  al., 2023; Liao & Kousky, 2022; Painter, 2020) and opioid addiction 
(Cornaggia et al., 2022) to subsequent strain in the financial health of public 
entities and race-based discrimination to arbitrage opportunities (Dougal 
et al., 2019; Ponder, 2021; Smull et al., 2023), similar associations may be 
present with other environmental (e.g., preparedness for the energy transi-
tion or emissions) and social (e.g., violent crime, excess mortality, poverty, 
malnutrition, housing affordability, policing and incarceration) outcomes 
that influence quality of human life. Although there is a strong interdepen-
dence among these ESG factors, research typically studies them in isolation. 
To address this gap, we explore whether the municipal bond market cor-
rectly prices a broad spectrum of ESG outcomes. To clarify the reasons 
behind the market’s potential mispricing of ESG outcomes, we construct 
theoretical arguments that link ESG outcomes to investors’ perceptions of 
credit risk, as well as municipal financial health, which ultimately affect 
realized credit risk.

We develop a novel dataset and use it to demonstrate that better aggregate 
ESG outcomes are associated with reductions in credit yields (i.e., risk) for 
municipal finance securities. Specifically, we combine data from a variety of 
sources (see Data Appendix 1) to construct an ESG dataset for U.S. counties 
from 2001 to 2018. We then explore the association between aggregate 
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county-level ESG outcomes and credit risk (until 2020) both contemporane-
ously and over the long term (i.e., five to seven years). This analysis suggests 
that ESG outcomes in the aggregate are negatively associated with credit 
risk, even in specifications that control for time-varying economic (e.g., 
income) and fiscal (e.g., state aid, property taxes) performance, bond and 
state-year fixed effects, and a full set of three-way fixed effects that control 
for the shape of yield curves and other time-varying factors.

The negative association between aggregate ESG outcomes and credit risk 
generally increases over time. Supplemental bond-year analyses examining 
the quasi-exogenous shock of increased uncertainty via the Great Financial 
Crisis and COVID-19 pandemic on investor’s perceptions of credit risk, as 
well as county-year analyses of migration provide general support for our 
theory development that better ESG outcomes drive increased perceptions of 
credit quality, as well as individual and business migration over time, sup-
porting realized changes in creditworthiness. An exploratory analysis 
attempting to explain who is mispricing, treating ESG index performance as 
exogenous versus endogenous to credit ratings, suggests that investors and 
credit rating agencies differentially evaluate the risk of ESG outcomes. We 
find that county-level ESG outcomes do associate with bond-year credit rat-
ings in most time periods, but whether the changes in credit ratings as a func-
tion of ESG are reflected in pricing lessens several years into the future. That 
ESG outcomes still associate with realized credit risk after this time period 
suggests that investors perceive a reduced likelihood of credit risk for better 
ESG outcomes above what is reflected in credit ratings.

Our research contributes to the business and society and municipal finance 
literature in several ways. First, we highlight an understudied asset class in 
ESG research. Indeed, the role of municipalities in business and society 
scholarship has been called out as an underexplored area of inquiry (Dentchev 
et al., 2017). Akin to the study of green building utilization within real estate 
investment trusts (Eichholtz et al., 2016), municipal finance provides an ideal 
context for the study of a variety of ESG outcomes, as municipal govern-
ments are directly responsible for such outcomes in their jurisdiction, as 
opposed to having loose and often debated discretion like corporations 
(Carroll, 1979, 1999). Municipalities also issue tradeable bond securities like 
corporations. Due to these unique characteristics, the study of municipal 
issues overcomes the problems of ambiguity between the integration of orga-
nizational activities and social impact as well as the general detachment from 
place in the business and society literature that focuses on corporations 
(Margolis & Walsh, 2003; Nyberg et al., 2022). This development allows for 
objective geospatial measures of ESG outcomes that do not rely on subjective 
third-party ratings (Atz & Bruno, 2023; Berg et  al., 2022; Chatterji et  al., 
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2016; Crane et  al., 2017), supporting an ESG research agenda that moves 
beyond company-level analyses and directly affects public policy. 
Furthermore, the characteristics of municipalities allow ESG outcomes to 
directly connect to a municipal jurisdiction to allow for a stronger semblance 
of ecological validity that has been called for (Busch et al., 2016).

Second, we show that ESG outcomes correlate with credit risk in bundles. 
Prior municipal finance research had placed emphasis on well-identified 
individual ESG outcomes, such as sea-level rise (Goldsmith-Pinkham et al., 
2023) or increases in drug overdose death rates (Cornaggia et  al., 2022), 
rather than assessing them in aggregate. Such non-pecuniary outcomes may 
not only influence investors’ perceptions of a municipality or costs associated 
with addressing them in isolation but in bundles affect the attractiveness of a 
municipality for (potential) residents (Michalos, 1996), particularly for those 
with high-incomes (Florida, 2002) and businesses seeking to attract them 
(Gottlieb, 1995; Granger & Blomquist, 1999).

Relatedly, we introduce a novel database to the study of municipal finance 
and show how ESG outcomes relate to credit risk over time. To our knowl-
edge, the combination of several aspects of our methodology are unique, such 
as our use of time-varying yield estimates based on trade data over very long 
periods of time accompanied by historical credit ratings. Our database allows 
for the study of realized long-term changes in credit risk through ratings and 
yield, as opposed to “long vs. short-term” characteristics of bonds at issue 
(e.g., long vs. short maturity bonds), allowing for analysis of dynamic mis-
pricing over a multi-year period often ignored by focusing on at issue and 
current yield and pricing.

Third, we show the possibility of a future research agenda that expands the 
role of government in business and society research. The government is often 
portrayed as a background actor, engaging in public–private partnerships, 
providing basic public services, or placing regulatory constraints on organi-
zations with the goal of alleviating societal ails. Yet, seldom do business 
scholars consider that governments—at the national and township levels 
alike—have multiple levers, including bond issues, to alleviate long-term 
social issues. If investors and creditors misprice these levers (i.e., ESG-
related investments, such as municipal issues for incarceration programming 
or toxic emission reduction), they undermine government incentives to invest 
in ESG outcomes, impacting society and future business prospects in a given 
region. Recognizing the ways in which these levers may impact perceptions 
of credit risk and fiscal health re-orients the role of municipal bond creditors. 
These creditors can better consider the positive impact of municipal ESG 
investments in supporting fiscally responsible sustainable development. 
Furthermore, municipal ESG outcomes may support, complement, or demote 
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corporate voluntarism and may accordingly be associated with corporate 
ESG performance within the same jurisdiction. These insights accordingly 
support an open systems view of organizational environments in solving 
social issues, as opposed to narrowly focusing on set groups of organizations 
in isolation (Schneider, 2020; Stern & Barley, 1996).

Fourth, we contribute to research on ESG and financial performance, a 
mainstay of business and society research for close to 50 years (Atz et al., 
2023; Busch & Friede, 2018; Friede et al., 2015; Margolis & Walsh, 2003; 
Orlitzky et  al., 2003). We demonstrate that connecting ESG outcomes, as 
opposed to disclosures or certification, to financial performance at the munic-
ipal level requires the application of theoretical arguments that draw from 
residential sorting and migration literature that are not historically applied to 
this conversation while connecting it to broader public policy discourse. 
Furthermore, research on ESG and financial performance seldom examines 
municipalities as an asset class although they provide an ecologically valid 
unit of analysis for investors looking to connect real-world outcomes to 
financial performance. There are arbitrage opportunities for investors who 
recognize this. Our sample, for example, had more than US$2.5 trillion of 
bond issuance across all years. One basis point of this equates to $250 
million.

Strong performance in environmental and social outcomes comes at a cost 
yet also provides benefits that are factored into municipal finance pricing. 
Deficit spending, debt, and deteriorations in fiscal health (i.e., measures of 
the governance of a public entity) typically influence perceived credit risk 
and are therefore priced. We extend this logic to show that ESG outcomes 
that may impact future fiscal health are differentially priced by investors and 
credit rating agencies over time. Such differences provide room for arbitrage. 
Much as sovereign and corporate investors undertake independent analysis to 
differentiate between profligate and productive investments, municipal 
finance investors should similarly develop the data and tools to distinguish 
between fiscal policies that enhance ESG outcomes which may provide long-
term benefits to business growth, migration, and tax base.

Literature

Municipal Bonds Pricing of ESG Outcomes

The risk and pricing of governance factors related to municipal spending, 
such as levels of debt, have been studied for quite some time (Bahl, 1971; 
Capeci, 1991; Michel, 1977). Geographic-based environmental and social 
quality of human life indicators, on the other hand, have been of growing 
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interest mostly in recent years. We discuss studies focused on social factors 
and environmental factors, respectively, in turn.

Denison et al. (2007) connected school performance to the fiscal manage-
ment of school districts. Relatedly, poverty rates have been correlated with 
credit ratings (Grizzle, 2010; Maher et al., 2016), credit yields, and spreads 
(Grizzle, 2010). Butler and Yi (2019) find that aging populations increase 
municipal bond yield spreads due to changes in income tax revenue and 
health care and pension liabilities. In a recent working paper, Chordia and 
colleagues (2022) find a positive relationship between mass shootings and 
credit risk. Li et al. (2018) construct a social capital index and show its asso-
ciation with decreased credit yields, arguing that community social capital 
affects the likelihood of paying future tax obligations.

Studies on the opioid crisis and racial biases have also come to fore. Li and 
Zhu (2019) and Cornaggia and colleagues (2022) explore the impact of the 
opioid epidemic and its associated health care costs on credit yields and rat-
ings. Using different identification strategies, they both argue that their 
results are causal. They also demonstrate evidence that current opioid addic-
tion can predict future fiscal deterioration. Investor biases with respect to 
race also contribute to perceptions of credit risk, despite the lack of such a 
substantive relationship to credit quality (Dougal et al., 2019; Fuster et al., 
2022; Smull et al., 2023).

On the environmental front, Painter (2020) and Goldsmith-Pinkham and 
colleagues (2023) find that sea level rise causes long-term credit risk. Early 
evidence from Rizzi (2022) suggests that natural capital—protected wildlife 
habitat, such as floodplains—mitigates this risk. A related literature on green 
bonds, which concerns bonds with the use of proceeds targeted at alleviating 
climate issues, suggests that investors are willing to take on lower yield for 
equivalent green, as opposed to conventional, municipal bonds (Baker et al., 
2022; Flammer, 2020, 2021; Zerbib, 2019), although the empirical evidence 
is mixed (Larcker & Watts, 2020).

Sovereign Bonds

Within the sovereign debt market, four recently published papers have 
brought these arguments together and studied the association between a wide 
range of ESG factors on sovereign credit risk, particularly over longer time 
horizons and the incidence of financial crises. Crifo and colleagues (2017) 
demonstrated that the Vigeo country ESG rating which incorporates informa-
tion on a variety of environmental (e.g., a country’s air emissions) and social 
(e.g., health) factors is negatively associated with credit risk. Capelle-
Blancard and colleagues (2019) build on this initial finding by constructing 
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their own transparent ESG index based on World Bank data rather than rely-
ing on Vigeo’s composite measure and extending the analysis to 1996-2014. 
Margaretic and Pouget (2018) extend this analysis to 33 emerging markets 
showing both an association with credit yields as well as the likelihood of 
financial crisis. Finally, Hübel (2022) further extends the analysis to 60 coun-
tries using Robeco SAM data and shows more pronounced effects over lon-
ger time horizons.

Corporate Bonds

Following a similar logic, a larger body of academic and practitioner litera-
ture has argued and demonstrated that the management of ESG factors 
reduces future cashflow variance or loan spreads (Bae et al., 2018a, 2018b; 
Goss & Roberts, 2011), thereby increasing credit ratings (Attig et al., 2013) 
and reducing the cost of capital and yields (Bahra & Thukral, 2020; Chava, 
2014; Sharfman & Fernando, 2008). While ESG operationalization in the 
corporate sector is distinct from sovereign or municipal public organizations 
(i.e., it is further from manifested ecosystem-level outcomes), the strong 
empirical support for an analogous relationship between ESG and credit risk 
at the sovereign and corporate levels suggests potential extension to munici-
pal entities if a suitable dataset could be constructed.

Theory Development

Why do ESG outcomes relate to municipal credit risk? We emphasize two 
key factors: investors’ perceptions of future adverse credit events based on 
ESG outcomes, and actual changes in a municipality’s fiscal health due to 
ESG outcome variations. It is crucial to acknowledge how these factors build 
upon existing conceptual frameworks.

A segment of the ESG and financial performance literature investigates 
how ESG affects credit risk. This is evident in the emerging research on 
municipal and corporate green bonds (Baker et  al., 2022; Flammer, 2020, 
2021; Larcker & Watts, 2020; Zerbib, 2019), which primarily focuses on 
investor preferences for robust ESG, decoupling, and signaling of capabili-
ties (Flammer, 2021). For instance, investors may accept lower yields from 
high ESG-performing investments (e.g., green bonds) due to their environ-
mental commitment.

Our study concentrates on ESG outcomes rather than ESG labeling (e.g., 
green bond certification), media-based, or self-reported ESG performance 
measures as much of this work. Consequently, we use a different set of argu-
ments that prioritize actual ESG outcomes over signaling and information 
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provided by municipal issuers. First, we consider investor perceptions of a 
municipality based on its ESG outcomes. Second, we predict actual changes 
in a municipality’s fiscal health due to changes in ESG outcomes.

ESG Outcomes and Perceptions of Credit Risk

There is an increasing body of evidence showing that investors value ESG 
performance as it influences perceptions of the quality of an organization’s 
management (Henisz & McGlinch, 2019) and reduces uncertainty when eval-
uating an issuer’s credit risk (Painter, 2020). These arguments also apply to 
municipal bonds. Indeed, better ESG performance has translated into lower 
cost of capital among corporate bonds (Chava, 2014; Sharfman & Fernando, 
2008). As Sharfman and Fernando (2008) highlight, credit risk is a function 
of uncertainty regarding an entity’s future activities (Orlitzky & Benjamin, 
2001). Stronger ESG outcomes signal to municipal bond investors a reduced 
likelihood of future extreme and costly events, such as infrastructure col-
lapses, which could adversely affect a municipality’s ability to pay its 
creditors.

Such perceptions of credit risk influence bond pricing and corresponding 
yields, even if associated measures of risk (e.g., credit ratings) do not match 
those perceptions (Dougal et al., 2019; Smull et al., 2023). Similarly to how 
corporate social responsibility signals a better reputation and stronger capa-
bilities (Orlitzky & Benjamin, 2001), investors may view a municipality with 
better ESG outcomes as having superior stakeholder and financial risk man-
agement capabilities, leading to lower risk over time. Furthermore, such ESG 
outcomes may lead investors to trust municipalities with debt accumulation 
during times of economic uncertainty (Amiraslani et al., 2023). This recipro-
cal feedback loop leads to a lower cost of capital for future financing of 
improved ESG outcomes and continually lowers credit risk. Such percep-
tions of stronger ESG outcomes based on trust in management over the long-
term are particularly important to recognize for municipal bonds, which are 
predominantly owned by retail investors (i.e., households, individuals), have 
longer maturities than most other bonds, and do not trade as often as most 
securities after issuance (Green et al., 2007).

Not only do ESG outcomes influence perceptions of municipal manage-
ment, but they also influence the underlying fiscal health of municipalities. 
Changes in fiscal health manifest into changes in creditworthiness over time 
that may not be apparent at issue, or when an investor first purchases or sells 
a municipal bond. These changes can lead to increased long-term risk as evi-
denced in recent studies on the impacts of opioid rates (Cornaggia et  al., 
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2022) and climate change (Goldsmith-Pinkham et al., 2023; Painter, 2020) on 
yield spreads.

Long-term oriented investors may recognize that this development takes 
time, and accept higher initial risk, investing in low-performing municipali-
ties that are pushing future investment into ESG outcomes. As the studies on 
wildfires, sea level rise, and opioid mortality highlight, these changes are not 
just perceptual but also influence the mechanics underlying a municipality’s 
fiscal performance, such as its revenues and expenditures. Rising opioid mor-
tality rates associate with higher health care costs (Cornaggia et al., 2022), 
rising sea levels require cities to invest in sea walls (Fankhauser, 1995), and 
changes in other ESG outcomes, such as the prevalence of wildfires, may 
influence housing value appraisals and thus the revenue a municipality 
receives in property taxes (Gilmore et al., 2022). To better understand how 
ESG outcomes may influence the fiscal performance of a municipality (e.g., 
its revenues, expenditures, and tax base), we turn next to the theory on ameni-
ties and migration.

From Perceptions to Reality: ESG Outcomes, Amenities, and 
Migration

As we discuss briefly in the introduction, the study of ESG and financial 
performance has seldom been connected to research on amenities and migra-
tion. ESG outcomes at the municipality level can signal a lower risk of 
extreme negative events analogous to arguments within the sovereign and 
corporate bond research streams we discussed in the previous sections. 
However, they may also impact rates of migration, business founding, and 
the need for increased expenditures to address issues, each of which affects a 
municipality’s tax revenue and ability to provide public services. Within eco-
nomics, migration is argued to be the result of Tiebout (1956) sorting into 
communities that provide the desired array of public services at minimum 
cost in terms of taxation. In sociology, similar patterns are explained with 
reference to ecological theory (Massey & Denton, 1985; Massey & Mullan, 
1984) where in-migration is an effort, by those who can afford it, to improve 
status or position “by selecting neighborhoods with richer resources and 
more amenities” (Massey et al., 1987).

Higher quantity and quality of amenities require investment. Accordingly, 
perceptions of municipal risk focused on short-term costs from investment in 
positive ESG outcomes (e.g., expenditure on infrastructure, schools, and 
public services) may neglect the long-term benefits of migration from such 
investment. Much as there are time-invariant (or slow moving) regional 
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features, such as moderate temperatures and coastal views (Albouy et  al., 
2016; Scott, 2010), that affect migration, there are also amenities that resi-
dents have a more direct effect on. In the same manner as a migrating family 
invests in a house, they also invest in a neighborhood and its schools, health, 
natural environment, and safety (Liu, 1975; Porell, 1982). Empirical results 
for residential sorting hypotheses have been highly supportive although there 
has been important concern over whether the benefits of such sorting or ben-
efit-seeking are equally available to disadvantaged racial groups (Massey, 
1990, 2007; Massey & Denton, 1988).

Research explaining individual employee and family migration suggests 
amenities that promote migration (see recent examples of Grimes et al., 2023; 
Hakim et al., 2022; Hoogerbrugge & Burger, 2022; Howe & Huskey, 2022); 
however, the study of business migration as a function of amenities is slightly 
less developed. Transportation infrastructure, agglomeration benefits 
(Rosenthal & Strange, 2004), and taxes are often cited for such movement 
(Faggio et  al., 2017; Grimes et  al., 2023; Strauss-Kahn & Vives, 2009) 
although broader amenities may cause re-location and openings as well. A 
complementary pair of papers explores the association between similar qual-
ity of human life indices on the rate of business entry into a geographic area. 
Building on the migration studies cited earlier and executive surveys high-
lighting the importance of local “amenities,” Gottlieb (1995) demonstrates 
associations between a wide variety of outcomes (e.g., toxic emissions, crime 
rates) and the relative growth in employment in high technology workers. 
Granger and Blomquist (1999) extend this logic by demonstrating the asso-
ciations between measures of climate, urban conditions, and environmental 
quality and the density of urban manufacturing locations across the United 
States. Following this literature, we expect better aggregate ESG outcomes—
such as a broader compilation of those we mentioned in the Municipal Bonds 
Pricing of ESG Outcomes section that have been connected to municipal 
credit risk—are also associated with increased municipal expenses in the 
short term, complemented by increases in migration over time.

Considering Perceptions and Migration Simultaneously: Short 
and Long-Term Mispricing

Investors make decisions based on the information available to them at the 
moment. Current prices and yields reflect how they trade today, while 
prices and yields years into the future represent the outcome of the initial 
investment, indicating how the underlying fundamentals have evolved 
over time.
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In our context, the migration arguments described in the previous section 
are more focused on the fundamentals and the long-term impact of changes 
in ESG outcomes, whereas the perception arguments outlined in earlier cen-
ter on the present situation as evaluated by municipal investors and those who 
provide them information for evaluating credit risk (e.g., credit rating agen-
cies). It can be challenging to reconcile that perceptions of credit risk can 
affect manifested changes in credit risk as well as perceptions of credit risk 
over time. However, it is possible to argue that ESG outcomes can have a 
dual effect on municipal bond yields over time. Differences between percep-
tions of and realized credit risk manifestations that are systematic lead to 
arbitrage opportunities for investors.

First, ESG outcomes can signal a perception of better municipal manage-
ment that is differentially captured by market actors (e.g., investors vs. credit 
rating agencies), above and beyond what is captured through standard mea-
sures of credit risk, leading to a lower yield in the short term. Second, if the 
municipal yield decreases more over time as a function of the same ESG 
outcomes, it suggests that the ESG outcomes are, in fact, affecting the funda-
mentals of the underlying investment. This, in turn, influences market partici-
pants to trade the bonds at even lower yields in the future, as they trade on the 
recognized long-term benefits of the past improvements in ESG outcomes. 
Investors may not pick up on these changes if they do not trade much after an 
initial transaction or do not follow changes in credit ratings over time. They 
may also believe that the likelihood of a rare credit risk event is higher than 
what the credit rating agencies believe, leading to lower yields as a function 
of ESG outcomes.

In summary, ESG outcomes can have both short-term and long-term 
impacts on municipal yields. In the short term, they can signal better munici-
pal management that hasn’t been fully recognized by the market, leading to 
lower yields. In the long term, ESG outcomes can influence the fundamentals 
of the underlying investment, resulting in even lower yields as investors 
acknowledge the long-term benefits of strong ESG outcomes.

Data and Method

Explanatory Variables

We construct a novel U.S. county-level dataset of measures drawn from 
broader social sciences research to assess how environmental and social fac-
tors are priced in the municipal bond market. Our choice of variables for 
inclusion was motivated by a desire to include broad coverage of environ-
mental and social factors into the analysis of the price of municipal securities 
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that typically focuses on measures of fiscal policy (i.e., governance). We 
sought to replicate the coverage of variables explored in the studies of ESG 
on sovereign bonds surveyed above. Our choice was, however, constrained 
by the availability of data across more than 3,000 U.S. counties or county 
equivalents over a sufficiently long period to allow for panel data analysis. As 
we assessed the trade-offs of breadth versus temporal coverage, we elected to 
initially focus on variables available for a large portion of counties from 2001 
to 2018. Data Appendix DA3.3 provides details on the data sourcing process 
and limiting factors of other possible sources.

There was also a set of variables of theoretical interest that were amenable 
to our temporal design but had less coverage across counties. In combination, 
these variables led to a high rate of case-wise deletion in our sample. We did 
not include them in the primary analysis but ran earlier results using them, 
which are generally consistent with the findings we present, available upon 
request. We outline each variable in the following section. Further detail and 
summary of each county-level variable are included in the Supplementary 
Data Appendix (DA1).

Environmental Outcomes.  We first capture the presence, amount of, and 
weighted toxicity of toxic emissions in a given county. The measures rely on 
the latitude and longitude location of toxic emissions facilities available in 
the Environmental Protection Agency’s (EPA) Toxic Release Inventory (TRI) 
database. The TRI database has been used for a variety of academic studies, 
such as those looking at housing values near toxic plant locations (Currie 
et al., 2015), the inequality in plant distribution (Daniels & Friedman, 1999), 
and the ability of certain groups to avoid polluted neighborhoods (Downey & 
Hawkins, 2008). We recognize with each of our TRI-based measures that the 
TRI picks up a set of identified toxic emissions that are above a certain legal 
threshold. Accordingly, TRI data do not capture all toxic emissions nor do 
they adequately capture overall emissions in a region (Currie et al., 2015).

Close proximity to toxic emissions facilities measures the percentage of 
people within a county who live in a census tract containing a toxic emissions 
facility.2

The amount of toxic air and water emissions measures the aggregate 
pounds of stack air, fugitive air, and water emissions from all facilities in 
each county-year. We mapped these facilities to specific counties using geo-
cod.io based on latitude and longitude.

Toxicity-weighted toxic emissions provide a weighted measure of overall 
toxic emissions based on the channel of toxic release (e.g., through water, air, 
or soil) and the specific chemical’s effect on human health. We followed 
Rousseau and colleagues (2019), connecting data on human toxicity potential 
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(HTP) factors from the environmental science literature, specifically 
Hertwich et  al. (2001) and their updated paper (Hertwich et  al., 2006) to 
assess the relative toxicity of chemicals reported in the TRI basic files.3,4

Social Outcomes.  Age-adjusted mortality rates capture the mortality rate of a 
county’s population per 100,000 residents adjusting for its demographic pro-
file, collected from CDC WONDER. This information has been used in a 
variety of contexts in health and social sciences—from studies of civic 
engagement (Lee, 2010) to those predicting life expectancy in areas with less 
racial disparity (Levine et al., 2013). We expect that counties with lower mor-
tality rates are more attractive to migrants and experience lower health care 
costs thereby promoting fiscal strength.5

Poverty rate is provided annually by the U.S. Census Bureau’s SAIPE 
program. Poverty imposes myriad social costs from reducing life expectancy 
(Arora et al., 2016) and increasing homicide rates (Messner, 1982) to under-
mining the productivity of the workforce by slowing childhood brain devel-
opment (Luby et al., 2013).

Supplemental Nutrition Assistance Program (SNAP) rates provide a proxy 
for food-related hardship or insecurity in a county (Ratcliffe & McKernan, 
2010). As SNAP is an entitlement-based federal program, its rates reflect 
dynamic food insecurity within a municipality. Food insecurity has been 
associated with obesity, hypertension, and other negative health outcomes 
(Gundersen & Ziliak, 2015). We recognize that SNAP rates may also reflect 
increased access to federal assistance within a particular region. Empirically, 
we try to account for this with the CUSIP fixed effects (which encompass 
county fixed effects), allowing for the dynamic, entitlement basis of SNAP to 
serve as a proxy for changing levels of food insecurity. This aspect of our 
design helps ameliorate the concern that changing rates may not relate to 
worse food insecurity but better administration or availability of SNAP in a 
region. Another limitation is that SNAP rates are highly correlated with pov-
erty rates.

Incarceration rates measures the “total jail population rate” per 100,000 
residents aged 15 to 64, defined as the “average daily number of people 
held in jail through December 31 of a given year” (Incarceration Trends 
Dataset Codebook: pg. 9) from the Incarceration Trends dataset of The 
Vera Institute of Justice.6 The dataset incorporates prison data from various 
U.S. Bureau of Justice Statistics surveys. High levels of incarceration 
impose substantial social costs on society, much of which is borne by local 
governments (Schmitt et al., 2010). A few important limitations are worth 
considering with these data. First, it may be challenging to trace an incar-
cerated person to their permanent residence (as there are no prisons or jails 
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in every county). Second, some states such as Connecticut, have limited 
data availability so consistency and missingness are a concern. Third, incar-
ceration can reflect cross-county patterns given the shared nature of law 
enforcement and corrections staff.

Property and violent crime rates are the number of property (burglary, 
larceny-theft, and motor vehicle theft) and violent crimes (murder and non-
negligent manslaughter, rape, robbery, and aggravated assault; FBI UCR). 
Raw data were provided to us directly from the U.S. Federal Bureau of 
Investigation’s Universal Crime Reporting (UCR) program. Scholars have 
studied the impact of government relief spending on crime rates (Fishback 
et al., 2010), mass shootings and credit risk (Chordia et al., 2022), and the 
relationship between race, crime rates, and government expenditures (Jackson 
& Carroll, 1981). A limitation of these data is that some jurisdictions do not 
always report, or potentially underreport, crimes. Many crimes go unde-
tected, suggesting that the administrative ability to track crime within a 
county affects the usefulness of these measures.

Fines and forfeits as a percent of own revenues captures the dependence 
of a county upon revenue deriving from fines and forfeits related to legal 
violations. Such dependence signals a heavy reliance on legal enforcement 
action and high conflict within a community. Furthermore, these revenue 
lines disproportionately affect minority racial groups. Governments with 
higher revenue from fines often have higher ratios of Black residents (Sances 
& You, 2017). Data on various government expenditures and revenues were 
collected from the Government Finance Database (Pierson et  al., 2015). 
Details of the calculation are provided in DA3.1.

Public safety expenditures as a percent of direct expenditures. Drawing 
from the same Government Finance Database, we also include the percentage 
of a county’s fiscal expenditure devoted to police protection, fire protection, 
and correctional institutions. DA3.4.1 provides further details on how the 
variable was calculated at the county level using county and sub-county 
municipalities. We calculate “overlapped” county-year measures of these 
government census-derived variables. By aggregating, this approach accounts 
for the many sub-municipalities within a county, but it does not adequately 
reflect sub-county variation in these measures.

Dependent Variable

Yield to worst (yield) is a time-varying estimate of an individual bond’s yield 
which we capture on the last trading day of the year, except for 2020 wherein 
November was the last month of available data we were able to acquire. We 
obtained annual evaluated yields from the monthly price files for the entire 
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population of U.S. municipal bonds from the Intercontinental Exchange (ICE 
Data Services). These were available to us from April 2001 to November 
2020 ICE leverages settlement and price information from 12 global 
exchanges to provide estimates of market price and yield for a variety of 
securities. Yield to worst obtained from ICE has the primary advantage that it 
is the yield metric investors often use to assess how a bond is trading—it is 
reflective of actual trade activity and what investors see when they check on 
yield curves (e.g., ICE yield underlies the S&P Municipal Yield Index).7 
Often used synonymously with “yield to call” (Karpf & Mandel, 2018), yield 
to worst is calculated based on a bond’s price, coupon rate, and years to matu-
rity (or earlier redemption date).

Controls

Bond-Level Controls.  ICE Data Services also provided us with bond-level ref-
erence data on the full population of U.S. municipal bonds that were active at 
any point between 2000 and 2020 in their archives. We merged this data with 
data from the Mergent Fixed Income Database through March of 2018. This 
allowed us to verify the reference data from both sources. Both files together 
allowed us comprehensive coverage of bond characteristics, such as whether 
it was a general obligation (GO) issue, state and/or federally taxable, was 
issued in a competitive or private offering, insured, callable, issued with a 
fixed coupon rate, or bank qualified. An overview of these variables is pro-
vided in Data Appendix Table DA2. As these represent time-invariant char-
acteristics of bonds, they are captured in our main models with bond fixed 
effects.

We calculate years to maturity for each bond in each year that it has yield 
information from ICE. We then round the variable to the nearest year to cre-
ate year bins to use in our fixed effects. We separately acquired historical 
long-term credit ratings on all possible U.S. municipal bonds from Moody’s, 
S&P, and Fitch. Moody’s was acquired directly, S&P was acquired through 
Wharton Research Data Services (WRDS), and Fitch was used from Mergent. 
We interpolated long-term credit ratings between years, assuming that ratings 
were constant unless upgraded, downgraded, or withdrawn. Furthermore, we 
transformed Moody’s and S&P ratings to an ordinal scale ranging from 1 = 
missing or not rated to 22 = AAA equivalent and used an average of both 
ratings where available (Supplemental Appendix Table A1). To capture vari-
ation across time in the shape of the yield curve, we follow Baker and col-
leagues (2022) and construct three-way fixed effects with all categories of 
credit ratings, all bins of years to maturity, and year.
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Macroeconomic and Trends Controls.  Several municipal finance studies use the 
bond buyer index as a control for market risk in assessing interest cost and 
yields (Johnson & Kriz, 2005; Li et al., 2018; Robbins & Simonsen, 2007). 
In addition, industry practice would be to control for market demand for 
bonds. We capture these types of market risk and demand indicators through 
year fixed effects.

Regional and Issuer Controls.  Recognizing that some states are more likely to 
support a distressed municipality than others through state programs trig-
gered upon debt defaults and the ability to restructure debt, labor, or taxes and 
fees contracts (Gao et al., 2019), we apply state fixed effects to our model. 
Furthermore, we include state-year two-way effects to consider changes in 
state tax policy.

Following the logic that a county’s economic strength and fiscal health 
impact its ability to repay creditors as operationalized in the analysis of 
county and city general obligation (GO) credit rating by Palumbo and 
Zaporowski (2012), we include income levels (median household income), 
change in income levels, changes in average wages and salaries, the log of 
own revenue per capita, the log of debt per capita, change in population, 
unemployment rate, state aid as a percent of revenue, and economic diversity 
(largest industry GDP / total GDP). A replication of the Palumbo and 
Zaporowski (2012) study for purposes of verifying our county-level controls 
is shown in Supplemental Appendix Table A2. To supplement the main 
results, we also include additional county-year controls for time-varying 
changes in property taxes (often a local municipality’s main revenue source) 
as well as possible investor bias (percent Nonwhite population) in robustness 
checks.8 In combination with our credit ratings data, our control of historical 
bond ratings at the bond and county level is very comprehensive. Furthermore, 
our bond-level fixed effects also account for county and issuer time-invariant 
characteristics, as bonds are nested within issuers within counties.

Variable Transformations

After an extensive data cleaning process, described in Data Appendix section 
DA3.2., we assessed the descriptive statistics of our key variables. Given the 
size of the dataset, we visually assessed the quantiles of each ESG variable in 
the county-level dataset with the quantiles of the normal distribution. Based 
on this assessment, we adjusted for outliers (reference Data Appendix 3.2.5) 
and log-transformed the following variables: controls: own revenue per cap-
ita and debt per capita (and property taxes per capita in additional specifica-
tions); E&S variables: total jail population rate, age-adjusted mortality 
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rate—all causes, violent crime rates, and property crime rates. We also added 
one then log transformed the air and water emissions and toxicity-weighted 
emissions variables, given that many county-years had legitimate zeros. We 
further standardize the variables before running our regression models to 
make the results more easily interpretable.

Dimensionality Reduction—Principal Component Analysis

Given the multicollinearity between the ESG variables we collected, we 
opted to first create and analyze a composite index that accounted for as 
much of the between county-year variation in ESG factors as possible. 
Principal component analysis (PCA) is an ideal method for reducing the 
number of variables to create an index—it has been used in a wide range 
of social sciences research (Ringnér, 2008), including in the context of 
municipal credit risk (Li et al., 2018) and with panel data (Çoban & Topcu, 
2013).

For purposes of our analysis, we created an ESG index using PCA, after 
standardizing the variables in the county-year dataset. The results from the 
PCA and variable loadings are reported in Table 1.

Column 1 reports how the variables load onto the primary ESG index. 
These variables load together, creating a relatively balanced index wherein 
higher values signal worse ESG performance. The first component explains 
more than 25% of the variation across the ESG variables. For reference, the 
second component only explains approximately 16% of the variation and 
does not load positively on all the variables. This process suggests that the 
ESG variables do indeed tend to move together, further motivating their anal-
ysis as a group. For further interpretability, we multiply the index by a nega-
tive one to signal that a higher value equates to stronger ESG (e.g., lower 
crime rates).

Sample Descriptives

Our final sample reflects all tax-exempt U.S. municipal bonds that had avail-
able credit ratings and yield estimates from December 2001 to November 
2020. That is, we capture a full census of bonds that fit these characteristics 
and are likely those most traded in the market. The final maturity offering 
amount (bond issue size) for bonds in the sample was over $2.5 trillion.

We report the sample means, standard deviations, and pairwise correla-
tions of the variables in the final bond-year level dataset in Table 2. We also 
provide the number of observations by year in the final CUSIP-year dataset 
in Table 3. We provide the number of observations by year recognizing that 
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the county data was mostly unavailable after 2018 at the time of data 
collection.

Model

We apply panel regression models with varying levels of fixed effects to 
assess time-varying yield (Y). The base specification is as follows:

Table 1.  Principal Component Analysis—Variable Loadings.

Principal component analysis—How variables loaded on each component

Variables ESG index 1st component

% of Population Near Toxic Emissions Facility 
(standardized)

0.0133**
(0.00525)

Log, (Lbs of Toxic Air and Water Emissions / 
Capita+1) (standardized)

0.0747***
(0.00562)

Log(Toxicity-weighted cancerous emissions per capita 
+ 1) (standardized)

0.0530***
(0.00501)

Log (Age-adjusted Mortality Rate—All Causes, All) 
(standardized)

0.377***
(0.00327)

Log (Total Jail Population Rate) (standardized) 0.359***
(0.00296)

Number of SNAP recipients in July / Population 
(standardized)

0.488***
(0.00289)

Poverty Rate (standardized) 0.475***
(0.00331)

Log(Number of violent crimes per 100,000 population 
+ 1) (standardized)

0.316***
(0.00491)

Log(Number of property crimes per 100,000 
population + 1) (standardized)

0.244***
(0.00546)

Fines and Forfeits as % of Revenue from Own Sources 
(standardized)

0.259***
(0.00377)

Direct Public Safety Expenditures as % of Direct 
Expenditures (standardized)

0.170***
(0.00458)

Observations 51,397
% of variance explained by 1st component 25.34%

Note. Table 1 shows how each variable loaded onto the 1st component in the principal 
component analysis. Eigenvector values and other details from the PCA, including how 
the variables loaded on other components are available on request. Standard errors in 
parentheses. ESG = Environmental, Social, and Governance; SNAP = Supplemental Nutrition 
Assistance Program; PCA = Principal component analysis.
*p < .1. **p < .05. ***p < .01.
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	 Y uit it it it� � � ( ) ( )X ESG�� �� 	 (1)

wherein i indexes on the cross-sectional unit (CUSIP), t indexes on time, X 
reflects the vector of time-varying county, bond, and macroeconomic con-
trols, ESG reflects the time-varying ESG index, or the vector of varying ESG 
variables—as described in section 4.1, and u reflects the error term captured 
in the constant. We include county and sub-county bonds, regardless of the 
level of government or jurisdiction of the issuer, focusing on the location of 
issuance. Thus, we cluster our standard errors at the highest unit of analysis 
level of issuers in the sample, and the level of the explanatory variables: 
county. Our modeling specifications rely on CUSIP and state-year-level fixed 
effects to control for local heterogeneity to isolate the relationship between 
county-level ESG variables and credit risk. As CUSIPs are nested within 
issuers and counties, those identifiers are also accounted for. We also include 
three-way fixed effects between years to maturity, year, and credit rating, and 
two-way fixed effects between state and year. We look at yield simultane-
ously and in the ensuring 7 years to see how ESG factors associate with long-
term credit risk. Seven years is approximately the average years to maturity 
of a bond in our sample each year of yield analysis (i.e., not from issue to 
maturity). A minority of bonds in our sample have yield data for 8 consecu-
tive years. All yield models were run in STATA 17 using the reghdfe com-
mand, which allows for high dimensional fixed effects (Correia, 2019).

Results

Main Results—ESG and Municipal Bond Yields

We first present results using the indices we created using PCA, also incorpo-
rating county controls, state-year fixed effects, and bond-level fixed effects. 
This specification is the most rigorous, focusing on within-bond variation 
and also controlling for the primary inputs to time-varying yield (the three-
way interaction of years to maturity, credit rating, and time). The explanatory 
variable is the ESG index that is reverse coded for interpretability (higher = 
stronger ESG outcomes), capturing the largest amount of variation among the 
ESG outcomes we included. Table 4 reports the results of the main specifica-
tion. For these results, higher values of the ESG index can be interpreted as 
stronger ESG outcomes.

Table 4 shows a summarily negative association between the index and 
credit yields (p<.01 from t =0 to t+6 and p<.05 at t+7) implying that higher 
ESG performance is associated with lower credit risk. The coefficient esti-
mate steadily decreases as we predict yield farther into the future—from 
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-0.0145 at t=0 to -0.0268 at t+7, with some oscillation. As the standard devi-
ation at the county-year level of the index is approximately 1.67 at the county-
year level (1.37 at the bond-year level), this accounts for a between 
approximately −2.5 and −4 bps lower yield predicted by a +1 standard devia-
tion increase in the ESG index.

To ensure the robustness of our results, we also looked at between bond 
analysis with extensive bond level controls (bond amount at issue, total issue 
amount, years to maturity at issue, bond insured, GO bond, competitive offer-
ing, bond callable, and bank qualified), index results without controls (for the 
between- and within-bond specifications), and time periods beyond 7 years 
(unreported). We also ran separate specifications with the log of yield as the 
outcome. Finally, we ran the main specifications with additional controls 

Table 3.  Number of CUSIP-Year Observations by Year.

Year Frequency % Cum.

2001 253,056 2.95 2.95
2002 291,991 3.4 6.35
2003 342,319 3.99 10.33
2004 379,981 4.42 14.76
2005 433,864 5.05 19.81
2006 459,111 5.35 25.15
2007 471,485 5.49 30.64
2008 452,034 5.26 35.91
2009 435,556 5.07 40.98
2010 441,238 5.14 46.12
2011 436,046 5.08 51.19
2012 450,715 5.25 56.44
2013 444,568 5.18 61.62
2014 449,142 5.23 66.85
2015 469,478 5.47 72.31
2016 501,991 5.85 78.16
2017 521,349 6.07 84.23
2018 488,399 5.69 89.92
2019 468,961 5.46 95.38
2020 396,979 4.62 100
Total 8,588,263 100  

Note. Table 3 shows the number of observations in the final dataset by year. We highlight this 
to show that there were fewer observations in the earlier years and 2020. Also, we wanted 
to point out that the bond-level data was available until 2020, whereas the county-level data 
were mostly unavailable past 2018 at the time of data collection.
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related to possible racial bias (percent of non-White population), as well as 
changes to property taxes (the largest source of local municipal finance rev-
enue). The results were generally consistent though the importance of the 
ESG index in predicting yield varied with the within- and between-bond 
models.9 Earlier disaggregate results for higher and lower missingness vari-
ables are consistent with the findings shown here (consistent with 
Supplemental Figure A1). Finally, Supplemental Appendix Figure A1 sum-
marizes the results if all significant coefficient estimates were aggregated 

Table 5.  ESG Index and Yields During Crisis.

Variables

1 2

Dependent Variable = Mid yield

2008-2009 GFC 2020 COVID

Reverse(ESG Index) (t-2) −0.0211***
(0.00632)

−0.0195**
(0.00788)

GFC × ESG Index (t-2) −0.00601*
(0.00344)

 

Covid × ESG Index (t-2) −0.00391**
(0.00177)

Observations 4,474,834 5,252,344
R2 .939 .937
County-year controls Yes Yes
CUSIP (Bond) Fixed Effects Yes Yes
State × Year Fixed Effects Yes Yes
Credit Rating × Year × YTM Fixed Effects Yes Yes

Note. The results in this section present the coefficient estimates (robust standard errors 
clustered at the county level in parentheses) from regressing mid yield to worst on county-
level control variables and the ESG index (lagged 2 years) interacted with dummy variables 
for crisis periods (2008 and 2009 column 1 for the GFC; 2020 in column 2 for COVID). 
Both sets of results include three-way fixed effects of time-varying years to maturity, average 
Moody’s, S&P, & Fitch credit rating (from 1 to 22), and year. They also include state-year 
and CUSIP-level fixed effects. Three- and two-way fixed effects imply combinatorial fixed 
effects as well (e.g., state-year fixed effects also include state and year fixed effects). Model 
1 presents the GFC results, while Model 2 presents the COVID results. Model 2 relies 
on 2-year lagged controls and credit rating as well, given data limitations. The R-squared 
values and the number of observations (CUSIP-year) are reported below the coefficient 
table. Reghdfe in STATA 17 was used to run the regression results (Correia, 2019). 
Authors’ calculations based on data available from the sources outlined in section 4 and the 
data appendix. Robust standard errors in parentheses. ESG = Environmental, Social, and 
Governance; GFC = Great Financial Crisis.
*p < .1. **p < .05. ***p < .01.
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when examining the variables in a disaggregated manner. Using this method 
of interpretation, a one standard deviation improvement in all ESG variables 
(i.e., better overall ESG outcomes) is associated with lower credit risk for all 
years of analysis from t=0 to t+7 (-7.1 bps and -5.3 bps, respectively).

Case Examples

In addition to looking at how a one standard deviation of ESG performance 
is associated with yield, we illustrate the importance of considering ESG out-
comes in predicting credit risk through a few case examples. We chose five 
populous counties that have historically outperformed (Morris, NJ and 
Douglas, CO) or underperformed other regions (Philadelphia, PA, Orleans, 
LA, and Milwaukee, WI) on ESG. Pairwise comparisons between these 
counties show predicted differences in yield between 10 and 20 bps when 
looking at a 7-year time horizon—an economically significant amount, con-
sidering the billions invested in municipal bonds every year.

In the bottom right corner of Figure 1, we also highlight that some under-
performing counties have improved ESG outcomes between 2001 and 2018. 
For example, Orleans’ index score improved by approximately 26%. These 
increases in performance may motivate investors to consider time varying 
ESG outcomes, especially recognizing that the risk association we report 
generally increases over a longer time horizon.

Post Hoc Analysis of Investor Perception Mechanism

To test whether stronger ESG outcomes are associated with investor’s short-
term perceptions of lower credit risk (i.e., via reduced uncertainty), we 
applied the same models described in section 5.1 to two recent crises: the 
Great Financial Crisis (GFC) of 2008 and the COVID-19 pandemic which 
caused stay at home orders across the United States in March of 2020. Indeed, 
times of economic crisis test which organizations an investor is willing to 
trust (Amiraslani et al., 2023). We argue that both events greatly increased 
uncertainty in the evaluation of municipal entities. The GFC applied pressure 
on public provision, such as welfare services, for those affected by higher 
unemployment rates, as well as wage stagnation across the U.S. economy. 
The COVID-19 pandemic similarly caused widespread economic uncer-
tainty, and associated work-from-home orders brought salient the question of 
which municipalities would people migrate to.

The results shown in Column 1 below in Table 5 reflect the same models 
described in section 5.1 with interaction terms for each of the crises. The ESG 
index is lagged by two years in both models. For the COVID-19 crisis 
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(column 2), we used a two-year lagged ESG index and controls due to much 
of our data being limited to 2018. Consistent with our theorizing, the results 
suggest that higher ESG outcome counties experience an additional approxi-
mately -0.5 bps (0.60 bps during the GFC, and 0.39 bps during COVID, 
respectively) decrease in yield when uncertainty is high, even when control-
ling for standard fiscal and bond level factors.

Post Hoc Analysis of Migration and Fiscal Health Mechanisms

We conducted additional post hoc analysis to examine our theory develop-
ment on ESG outcomes associated with migration and future fiscal health. 
First, we examined whether ESG outcomes were associated with patterns of 
migration, based on an index of population, business establishments, housing 
values, and income levels, over time. Next, we examined whether ESG out-
comes are associated with changes in revenues and expenditures over time. 
Finally, following the literature on municipal fiscal health in public finance 
and administration, we examined associations between the ESG index and 
common measures of fiscal performance. For all of these analyses, we relied 
on county-year panel models with county and year fixed effects.

ESG and Migration.  We applied principal component analysis to the log of 
population, the log of the number of business establishments, median house-
hold income, and median housing values to create an index of absolute levels 
of migration that varied by county year. All four variables loaded strongly 
and well-balanced onto the first component. We regressed this index (for-
warded by 1 and 7 years) on the ESG index with county and year-fixed 
effects. We found that the ESG index is strongly associated with higher 
migration rates in the short (t+1) and long-term (t+7). Table 6 shows the 
results of these analyses:

ESG, Revenues, and Expenditures.  We regressed the following revenue and 
expenditure-based variables on the ESG index with panel models using 
county and year-fixed effects: log (own revenue per capita), log (income 
taxes per capita), log (property taxes per capita), log (direct expenditures per 
capita), operating margin and operating balance (based on revenues relative 
to expenses), and cash solvency (unassigned general fund balance relative to 
general fund revenues). Overall, the ESG index was significantly positively 
associated with increases in tax income and property taxes in the short and 
long term as well as direct expenditures per capita. It was also significantly 
associated with own revenue per capita in the short-term, but marginally 
insignificant in the long-term. It was not significantly associated with the 
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Table 6.  ESG Performance, Migration, and Fiscal Health.

Coefficient estimates: ESG index as explanatory variable on various outcomes

Dependent variables T+1 T+7

Migration
  Migration Index (establishments, population, income, housing 

values)
0.103***

(0.00491)
0.0430***

(0.00320)
Revenues
  Log (Income tax per capita) 0.00332***

(0.000680)
0.00119**

(0.000506)
  Log (Property tax per capita) 0.0169***

(0.00211)
0.00707***

(0.00194)
  Log (Own Rev per capita) 0.0153***

(0.00371)
0.00430

(0.00337)
Expenditures
  Log (Direct Exp per capita) 0.0128***

(0.00247)
0.0105***

(0.00218)
Revenues & Expenditures
  Operating Margin (Total Rev—Total Exp) / Total Rev −0.000795

(0.00161)
−0.000724
(0.00173)

  Operating Balance (Total Rev / Total Exp) −3.03e-06
(0.00165)

−0.000390
(0.00162)

Cash Solvency
  Unas. General Fund Balance / General Fund Revenues 

(Data from Merritt)
0.00940

(0.00666)
0.00661

(0.00416)
Debt
  Debt / Revenue 0.00631

(0.00709)
−0.00163
(0.00481)

  Log (Short-term debt per capita) 0.00360***
(0.000902)

−0.000258
(0.000957)

  Log (Long-term debt per capita) 0.0121**
(0.00562)

0.0100**
(0.00462)

Federal and state aid (Int gov rev)
  Log (State aid per capita) −0.00324

(0.00357)
0.00731**

(0.00338)
  Log (Federal aid per capita) 0.00179

(0.00176)
0.00425**

(0.00166)
  Log (Total aid per capita) 0.000631

(0.00221)
0.00787***

(0.00222)

Note. The table below shows the coefficient estimates and standard errors for each of the variables used 
as dependent variables with the ESG index as the explanatory variable. Each of the outcome variables 
is forwarded 1 and 7 years to show short and long-term associations between the ESG index and the 
outcome. County and year-fixed effects are applied in every model. Standard errors are robust, and 
clustered at the county level. Robust standard errors are in parentheses. ESG = Environmental, Social, and 
Governance.
*p < .1. **p < .05. ***p < .01.
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operating balance, margin, or cash solvency measures as operationalized. 
These results suggest that ESG outcomes are associated with increasing rev-
enues, but come with increasing expenses—likely for upkeep of amenities—
as well.

ESG and Other Measures of Fiscal Health.  We also captured how federal, state, 
and overall aid per capita, as well as different measures of debt (short, long, 
and debt as a percentage of revenue), were associated with ESG outcomes. 
The ESG index was associated with the log of short-term debt per capita in 
the short-term, but not the long-term. The index was associated with higher 
long-term debt per capita in the short- and long-term. Interestingly, ESG was 
not strongly associated with aid per capita in the short-term (t+1) but was 
strongly associated with aid per capita in the long term. Whether this is driven 
by rising rates of inequality in areas with higher income, higher overall popu-
lation, better administration, a track record of improvements, or other sys-
tem-level factors is an outstanding question to be explored further.

Overall, our analysis of migration and fiscal health mechanisms generally 
supports our theorizing that ESG outcomes are associate with increased 
migration and fiscal health in the long term. However, our analyses did reveal 
the presence of important trade-offs, such as higher levels of long-term debt 
per capita, more federal and state aid per capita in the long term, and higher 
expenditures that also associated with higher ESG outcomes. The trade-offs 
between these measures of fiscal health and the benefits from increases in 
absolute levels of migration and revenues provide ample room for future 
research.

Exploratory Analysis: Who Is Mispricing Municipal Credit Risk?

We conducted an additional set of analyses relying on the same base specifi-
cation outlined in 5.1. First, we assessed how the ESG index is associated 
with time-varying bond-year credit ratings. To fit within our two-stage design 
with a robust set of controls, we rely on a linear model for this stage. Second, 
we assessed how a one-unit change in credit rating (e.g., a change from Aa1 
to Aaa) is associated with yield over time. Third, we assessed how a one-unit 
change of future bond-year credit ratings associated with yield, instrumenting 
future bond-year credit ratings with current values of the county-level ESG 
index. These models included CUSIP fixed effects, years to maturity—year 
fixed effects (the yield curve without the credit ratings), state-year fixed 
effects, and standard controls.

The first analysis suggested that stronger performance on the ESG index 
consistently predicted higher credit ratings (Supplemental Appendix Table 
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A4). The second analysis consistently showed that a one-unit change in credit 
rating is associated with an approximately 10 bps decrease in yield 
(Supplemental Appendix Table A5). The third analysis shows that credit rat-
ings predicted by the ESG index predicted a strong and significant negative 
association with yield from t+0 to t+4, and t+6, and an insignificant nega-
tive association at t+5 and t+7 (Supplemental Appendix Table A6). The first 
analysis shows the first stage of this analysis (Supplemental Appendix Table 
A4). Figure 2 plots the coefficient estimates normalized to the equivalent of 
a one-unit change in the ESG index on each respective variable.

The results help reconcile the overall association we see with ESG and 
yield when controlling for the yield curve. The results suggest that credit 

Figure 2.  Normalized Coefficient Estimates—How ESG and Credit Ratings 
Associate With Yield.
Note. Figure 2 plots the coefficient estimates of a one-unit change in credit ratings, a one-unit 
change in credit ratings as predicted by the ESG index, and a one-unit change in the ESG 
index (normalized to reflect a hypothetical one-unit change in the ESG index) in predicting 
yield. The black line reflects how changes in actual credit ratings predict yield (note, a +1 unit 
change in credit rating predicted an approximate -10 bps of yield across most time periods; 
the below estimates are normalized relative to how much a one unit change in the ESG 
index predicts credit ratings). The two-dotted line reflects bond-year credit ratings predicted 
by the county-year ESG index. The dotted line reflects how the ESG index associates with 
yield. Yield estimates are taken in the same year as the credit rating estimates (e.g., yield at 
t+7 is based on credit ratings at t+7). In the figure, CR is short for credit rating. ESG = 
Environmental, Social, and Governance.
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ratings consider ESG outcomes more in the short term than municipal bond 
investors, whereas investors price ESG outcomes more than ratings in the 
long term (after t+4). This is counterintuitive as compared to the results of 
the analysis where we interacted with two different crises with ESG, suggest-
ing that investors value ESG outcomes more when uncertainty is high. This 
could reflect an insurance-like premium that ESG outcomes provide a munic-
ipal entity, wherein the likelihood of perceived risk in the long-term is even 
less than actual risk based on assessed measurement.

Discussion and Conclusion

Summary of Results

We show that improvements in environmental, social, and governance (ESG) 
outcomes at the county level are associated with reduced municipal credit 
risk. Our analysis draws on a wide range of environmental (e.g., cancerous 
toxic emissions) and social performance measures, such as revenues earned 
from fines and forfeits, many of which have not previously been used in 
assessments of the pricing of municipal credit. The associations between 
these ESG outcomes and credit risk are economically significant, particularly 
for consistently high- versus low-performing counties.

In post hoc analyses, we demonstrated evidence that changes in ESG 
outcomes were associated with shifts in migration and fiscal health. These 
analyses point to the benefits, such as increased property taxes, and costs, 
such as increased direct expenditures, associated with collective improve-
ments in such outcomes as crime rates, and reductions in residential fines, 
poverty, mortality, and related outcomes. These results suggest the need for 
a more nuanced model of credit risk which recognizes that not all fiscal 
deficits and debt that many accompany these bond issues in the short term 
are inimical to long-term fiscal health. Beyond the importance of recogniz-
ing ESG outcomes’ relationship with municipal fiscal health, we further 
attempted to isolate the effect of ESG outcomes on investor perceptions of 
credit risk by leveraging quasi-exogenous shocks to uncertainty during 
2008 and 2009, as well as 2020 COVID-19 pandemic. The results from 
these tests were consistent with our theorization that investors would 
assume counties with better ESG outcomes were less risky during a crisis 
even when controlling for bond, time, economic, and fiscal factors. In this 
way, ESG outcomes act as an indicator to investors of strong municipal 
management. Furthermore, exploratory analysis of ESG outcomes on credit 
ratings suggests that investors and credit rating agencies differentially eval-
uate the importance of ESG over time.
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Implications for Research, Limitations, and Specific Suggestions 
for Future Research

Implications for Research.  We believe that our findings have implications for 
research on public finance and the current study of the links between sustain-
able business practices, ESG, and financial performance. The theory devel-
opment and findings also provide a perspective to the business and society 
literature that allows for a systems-level integration of politics, corporations, 
and community actors (e.g., local NGOs) through analysis of municipalities, 
or geographic communities, as the focal unit of analysis. We discuss each of 
these areas in turn.

To our knowledge, the emerging research on ESG is seldom linked to the 
study of public finance. While this may be equated to a simple syntax issue, 
we believe this is due to differences in the unit of analysis across fields and 
challenges related to data availability. Whereas the unit of analysis when 
studying ESG’s relationship to financial performance is typically the corpo-
ration, recent research at the sovereign level (Capelle-Blancard et al., 2019) 
suggests a need for re-consideration. We build on this research by articulating 
how ESG performance can be operationalized at the municipal level (as ESG 
outcomes) via publicly available data. When we initiated data collection for 
our study, very few ESG data providers for municipalities existed. This may 
be partly due to issues of data aggregation, wherein municipalities encom-
pass towns, cities, school districts, and other geographic boundaries that are 
hard to compare side by side.

The corporate-centered ESG research stream should recognize that con-
necting ESG to financial performance across units of analysis (e.g., corpo-
rates, sovereignties, and municipalities) requires different theoretical 
argumentation. In this study, we argue that theory on residential sorting and 
migration—unique to the study of ESG performance and municipal financial 
performance—adds to ESG research, and describes business re-location 
(migration) as an important variable heretofore not described as a mediating 
factor between ESG and financial performance (cf., Atz et  al., 2023 for a 
recent review of hundreds of articles on this relationship).

By articulating ESG at the municipal level as a place-based quality of 
human life-related outcomes opens doors for business and society research at 
different units of analysis. Typically focused on individual corporations and 
placeless ESG or sustainability-related activities (Nyberg et  al., 2022), we 
believe re-orienting business and society research toward geographic com-
munities unlock new doors that connect sustainable investing practices 
(Kölbel et  al., 2020; Marti et  al., 2023) to real-world outcomes, reflecting 
more objective changes in the societal impact that can be compared vis-à-vis 
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third-party ESG ratings. Such orientation also complements existing research 
to understand corporate-government relations on solving social issues 
(Knudsen & Moon, 2022; Nilsson, 2023). For example, do efforts to attract 
business migration via tax incentives curb public policies aimed at improving 
local ESG outcomes? Research focused on the community level of analysis 
developed by organizational theory (Marquis, 2003; Marquis & Battilana, 
2009; Marquis et al., 2013; Marquis & Tilcsik, 2016) and non-market and 
stakeholder strategy scholars (Dorobantu & Odziemkowska, 2017; Henisz 
et al., 2014), in particular, can help tease out the causal mechanisms underly-
ing corporate ESG activities, community ESG outcomes, and community 
incentives to attract corporations and the implications to stakeholders and 
companies themselves for (mis)fit between them.

Limitations.  This study explored the correlational relationships between a set 
of county-level ESG outcomes and municipal credit risk. While the study 
shows the promise and potential economic significance of recognizing a new 
set of geo-spatial ESG outcomes, there are a variety of limitations outside of 
those we noted with the individual ESG outcome variables, and room for 
extension.

First, this study focused on the U.S. municipal bond market. While it is 
one of the largest sub-sovereign debt markets in the world, the results may 
not be applicable to other countries. Also related to the generality of the 
results is the nested nature of our data—county-level ESG factors may have 
different associations with credit risk of an issuer than census tract-level fac-
tors. The bonds in the analysis reflect all CUSIPs from public issuers within 
a county, not just county government issuers. Furthermore, in creating 
county-level measures, measurement error can be introduced equating differ-
ent censuses over time.

Second, there are likely nonlinear relationships between the ESG vari-
ables and bond risk, as well as endogeneity between our ESG index and fiscal 
health, that we may not fully capture in our panel regression models. Our 
PCA approach and selection of fiscal controls (e.g., income levels) captures 
some of these concerns, though we noticed that the first components often did 
not account for much more than 20% to 30% of the variation between vari-
ables. We further attempt to account for nonlinearities by analyzing specific 
case counties, however, more sophisticated data analytic techniques could 
offer additional insights.

Third, our empirical identification strategies in line with our theorizing 
were mostly targeted at short-term investor perceptions rather than long-term 
changes in fiscal health. Our analyses of long-term fiscal health were more 
associational and suggestive. Therefore, we cannot assume that our empirical 
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findings causally apply to the long-term relationship between ESG and credit 
risk. Furthermore, our use of COVID and the great financial crises as shocks 
to uncertainty present a weak form of identification as these events were 
associated with broader changes, including U.S. migratory patterns.

Fourth, our specifications focused on within-county changes in ESG out-
comes over time and our robustness checks were slightly less supportive of 
mispricing across counties with the full set of controls. While we believe 
models accounting for bond-level fixed effects provide for a more rigorous 
analysis controlling for various time-invariant factors, this is an important 
caveat to the understanding of our results.

Suggestions for Future Research.  There is a promising future for the study of 
ESG outcomes within municipalities and beyond. First, there is very limited 
research on the connection between racial inequality and credit risk. Improve-
ments in ESG outcomes are not equally distributed, as disadvantaged groups 
do not have the luxury to migrate to areas with better amenities. Further, 
investor bias may affect disadvantaged groups (Dougal et al., 2019; Smull 
et al., 2023).

Second, to our knowledge, there is not much known about the relationship 
between sub-national ESG outcomes and credit risk beyond the U.S. context 
or ESG and municipal credit risk at geographic units of analysis very close to 
the issuer level (i.e., sub-county in many cases). Investor biases, information 
arbitrage, and the ability of businesses and individuals to migrate may 
strongly depend on the institutional context. We believe the lack of data—
especially longitudinally—has created barriers to these research streams.

Third, there are complex inter-relationships between local governments 
that issue municipal bonds, companies which they may be dependent on for 
resources, local nonprofits, and civilians that are seldom explored at the sys-
tem level empirically. We see an opportunity to examine how cohesion across 
these groups affects municipal credit risk through supporting or undermining 
efforts to invest in long-term ESG outcomes vs. short-term fiscal improve-
ments. For example, do political tensions within a community affect the like-
lihood of long-term municipal issues targeting improvements in ESG 
outcomes?

Fourth, we see a large opportunity to connect municipal ESG outcomes to 
green or social bond issuance and certification. Municipal green bond certifi-
cation in the United States is a relatively new phenomenon that is not highly 
regulated. Connecting objective ESG outcomes at the municipal level would 
help substantiate green bond certification and track long-term improvement 
on stated uses of proceeds. More broadly, we believe an emphasis on objec-
tive ESG outcomes at the geographic community level (e.g., county) can help 
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assuage greenwashing across asset classes. How are ESG outcomes trending 
where municipalities, impact investing efforts, and corporations are located? 
Do stated reasons for certified bond issues relate to these outcomes?

Finally, we believe there is a strong case to connect geography-based ESG 
outcomes to the locations of corporations and their associated financial per-
formance. Such ESG outcomes correlate with migration; what are the human 
capital costs to businesses related to attraction and retention accordingly?

Conclusion

Jenkins (2021) concludes his book powerfully questioning the power of 
municipal bondholders and raters on their impacts on community outcomes:

The social crisis of austerity, the hollowing out of urban liberal democ-
racy, the truncation of long-term commitments of local government to the 
citizenry, and the deepening of inequality—social realities lazily treated as 
products of neoliberalism, financialization or federal failure—are rooted in 
the politics of municipal debt. Yet, rarely does anyone ask why the water 
systems on which we rely for daily hydration, the underground network of 
sewage systems that sort our toxins, and the recreational spaces in which our 
children play should be steeped in the municipal bond market in the first 
place; why is it that bondholders and raters should have so much influence 
over our collective welfare (228).

Our results support his concerns but also potentially offer an opportunity 
for market self-correction and responsible sustainable development within 
local communities. Even socially agnostic investors should investigate the 
environmental and social performance of a municipality as part of their credit 
due diligence. Improvements in ESG outcomes that drive positive migration, 
increases in household income, and the tax base should be rewarded with 
lower credit yields. If we allow for some investors to also exhibit pro-social 
behavior in the desire to invest in municipalities that are higher performers on 
ESG outcomes, we have an additional potential impetus for environmental 
and social factors to move markets in a manner that improves social welfare 
and reduces racial injustice.

This research contributes to the municipal finance and business and soci-
ety literature in several ways. First, it provides a context that connects ESG 
performance to system-level outcomes to develop the idea of ESG outcomes. 
Second, it shows that ESG outcomes merit study in bundles given their inter-
relatedness. Empirical results suggest that these outcomes are highly inter-
related and predict credit risk in a group. Third, the theory development and 
empirical context support a call for further research on the role of govern-
ments in sustainable development and business and society. We open doors 
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for future research examining how the traits of municipalities support or con-
strain businesses’ social initiatives. Fourth, it extends the theoretical discus-
sion on ESG-financial performance to consider long-term changes in fiscal 
health as a function of migration and changes in the tax base, factors unique 
to municipalities, and the instruments they issue. Empirical results suggest 
that municipal investors place differential emphasis on the short-term impli-
cations of changes in ESG outcomes, and value ESG differently than credit 
rating agencies. The results are policy-relevant, suggesting that objective 
outcome-based ESG measures from secondary, publicly available sources 
can facilitate better investment information.

As regulatory bodies, such as the SEC, continue to increase the attention 
paid to ESG measures and put forth scrutiny on practical application, inves-
tors should consider the use of normalized, temporally available community 
outcome metrics such as those highlighted in this study. Such measures are 
mostly available through public, secondary sources, although usage agree-
ments can restrict their use for commercial purposes. We anticipate that ESG 
measurement not only of municipalities but also the corporates within them 
may incorporate more geo-coded, location-specific outcomes. We put addi-
tional emphasis on this point as ESG data for smaller and privately held firms 
tends to be limited. In ongoing debates about the merits of ESG ratings data, 
analysts can consider the use of objective, secondary data available through 
public sources (such as many we highlighted) to assess the outcomes in 
places where firms are located when they do not have ESG ratings otherwise. 
As we described in section 6.2.3, such data unlocks new doors for the bur-
geoning field of ESG research which is starting to move beyond the level of 
corporations. For example, does corporate philanthropy target geographic 
communities with higher poverty levels or does it mostly serve elite inter-
ests? Do “place-based” measures of ESG (e.g., whether a corporation donates 
to high-need areas) align with common third-party ESG measures? Such 
nuanced analysis—that may drive the next wave of ESG research—requires 
place-based, objective ESG metrics in harmony with organizational-level 
information.
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Notes

1.	 Recognizing that conceptualizations of ESG vary by audience, we describe it 
here as non-financial indicators categorized into environmental, social, and 
governance factors that are material for assessing an organization’s future. We 
rely on this broad definition for several reasons. First, there are no long-stand-
ing, established, or accepted criteria for material ESG factors in the municipal 
finance sector as there are within corporates (e.g., SASB). Second, we believe 
this conceptualization of ESG aligns with the spirit of broader social (i.e., beyond 
organizational, or corporate) welfare that these measures aim to capture. In our 

https://orcid.org/0000-0001-7674-9155


1746	 Business & Society 63(8)

use of “factors,” we simply mean variables broadly speaking. “ESG factors” is 
meant to describe ESG variables regardless of unit of analysis (e.g., companies, 
individuals, sovereignties), whereas outcomes assign a unit of analysis (in our 
case, geographic communities; and more specifically, counties).

2.	 Census tracts were used as the point of reference for being near a toxic emissions 
facility given their small size (population between 2,500 and 8,000) and relative 
homogeneous representation across population, economic, and living conditions. 
U.S. Census Bureau Geographic Areas Reference Manual: 10-1. Furthermore, 
please reference data appendix DA3.1 for our between-census interpolation 
strategy. For the construction of this variable, we opted align the location of the 
facility to the census tract whose centroid was closest to it, assuming that the 
population in the census tract closest are more affected. Thus, to aggregate TRI 
data at the census tract level to the county level, the latitude/longitude connec-
tion to centroid points of 2010 census tracts were made using the U.S. Census 
Bureau’s (n.d.) Gazetteer files and STATA’s geonear command (Picard, 2019).

3.	 More details on this process: As introduced by Hertwich et al. (2001), HTP fac-
tors are used when data collection is too expensive or release site data are not 
always available. The HTP measures toxicity in benzene equivalence (for carcin-
ogens) or toluene equivalence (for noncarcinogens), assigning a different value 
for each different chemical and channel of human exposure. The way a chemical 
is released into the environment may be different by facility. To account for dif-
ferences in exposure, we rely on Hertwich and colleagues’ updated HTP factors 
based on the channel of exposure. Specifically, we mapped TRI emissions from 
(a) underground to “rootzone soil, non-agriculture” HTP factors; (b) landfills, 
land treatment, and surface impoundment, and other surfaces to “surface soil, 
non-agriculture,” recognizing that most of the TRI facilities are not aligned to 
agricultural NAICS codes; (c) from fugitive air and stack air to “air”; and (d) 
from water to “surface water.” We then calculated county-year per capita vari-
ables of aggregate cancerous toxic emissions. Chemical CAS numbers were used 
to match HTP factors to the TRI database. We relied on geocod.io to geocode 
TRI facilities to 2010 census regions using their latitude and longitude points.

4.	 We also considered other environmental variables. The climate-risk-related vari-
ables we were able to collect were not available temporally so are thus excluded 
(see detailed discussion in Supplemental Appendix). We incorporated a renew-
able energy mix variable, as described here, in a larger index not reflected in 
the main results. Renewable energy mix reflects a county’s exposure to climate 
transition risk—counties with higher renewable generation may be less likely 
to have stranded assets as the nation transitions away from fossil fuels. Higher 
renewable energy mixes are also associated with lower exposure to air pollution 
(Harlan & Ruddell, 2011; Jacobson, 2009). This measure is constructed based on 
Energy Information Administration (EIA) Form 860 (power plant and generator 
characteristics) and Form 923 (power plant operations) data which spans a com-
plete inventory of U.S. generators of over 1-megawatt nameplate capacity. Form 
860 categorization is used as a guide to specifying which plant-level energy 
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sources are renewable or non-renewable. Based on plant location data, county 
names were matched to county FIPS codes using Klarner’s (2019) County FIPS 
Matching Tool. Plants without county-FIPS matching were coded manually. 
Plant net energy generation based on energy sources is aggregated to the county 
level, allowing for the calculation of a county’s renewable mix.

5.	 We included age-adjusted mortality rates from drug overdose in a separate index 
that loads similarly to the one we show in this study. It is ultimately excluded 
due to its limited availability across counties from CDC data suppression rules to 
protect the anonymity of health records.

6.	 https://github.com/vera-institute/incarceration-trends/blob/master/incarcera-
tion_trends-Codebook.pdf.

7.	 https://www.spglobal.com/spdji/en/documents/methodologies/methodology-
sp-muni-yield.pdf.

8.	 We thank an anonymous reviewer for pointing out the importance of property 
taxes in our main analysis.

9.	 The negative association between better ESG outcomes and yield was strongest 
in the specification that looked at bond variation and no bond- or county-level 
controls (but still controlled for the yield curve and state-year differences). In 
this specification the association between the ESG index and yield increased 
over time up to t+10, suggesting that ESG outcomes may be a useful input in 
proxying credit risk when there is little information on a municipal market. The 
main specification results with yield forwarded up to 10 years showed insig-
nificant associations at t+8 and t+9, and slightly positive at t+10, although the 
number of counties and observations was significantly smaller in this period. We 
similarly observed shifts in the association of ESG outcomes and credit ratings 
and disaggregate ESG outcomes and yield after t+8, but caution interpretation 
due to a sharp decline in observations. The between bond models with the full 
group of county and bond controls (e.g., GO bond indicator) consistently showed 
a negative association between the ESG index and yield, with most models being 
marginally insignificant at standard levels except when the yield was forwarded 
3 and 4 years.
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