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Abstract

Using financial networks as a backdrop, we develop a new framework for privacy-preserving network analytics. Adopting the debt and equity models of Eisenberg and Noe (2001) and Elliott et al. (2014) as proof of concept, we show how aggregate-level statistics required for stress testing and stability assessment can be derived on real network data, without any individual node revealing its private information to any third party, be it other nodes in the network, or even a central agent. Our work helps bridge the gap between the theoretical models of financial networks that assume agents have full information, and the real world, where information sharing is hindered by privacy and security concerns.

1 Introduction

The 2008 financial crisis highlighted the fragility of existing financial networks and directly led to legislation, such as Dodd-Frank (2010), designed to identify and mitigate systemic risks. A core component of this legislation mandates that financial institutions, and banks in particular, meet capital requirements and engage in “stress-testing” against various hypothetical adverse scenarios. The effectiveness of such measures has understandably received considerable academic attention.¹

Extant work commonly presumes that complete information about the network structure is available. This assumption is crucial because network-level dynamics depend on interactions between the institutions in the network, and emergent properties generally cannot be identified by examining each institution in isolation. In practice, however, complete information is not available to the institutions themselves. Each institution (presumably) knows its own assets, liabilities and interdependencies, but given these are commercially sensitive, they cannot be openly shared with

the other—sometimes competing—institutions in the network.\(^2\) What’s more, security, liability and information leakage concerns can also distort information sharing incentives even in the presence of a “trusted” central agent.\(^3\).\(^4\) This fragmentation of knowledge presents a serious barrier to understanding basic properties of the network and can even make it impossible for individual members of the network to accurately carry out mandated stress tests, assess their own risk, or even compute their own market value. To the best of our knowledge, this tension between data privacy and regulatory oversight has been highlighted in previous literature, but has not been directly addressed.

In this paper, we develop a new framework for privacy-preserving network analytics that resolves this tension. Leveraging cryptographic principles from the multi-party computation (MPC) literature, we show how critical network-level statistics can be computed without any individual node revealing its private information to any third party, be it other nodes in the network, or even a central agent. As proof of concept, we apply the algorithms we develop in network settings using real (and synthetic) data. Below, we describe the problem and our contributions in more detail.

**Stress-testing with limited information**

In practice, many stress tests are performed individually by each firm (e.g. those mandated by the Dodd-Frank Act Stress Tests DFAST 2019), but given the aforementioned informational limitations, these tests cannot adequately take account of network effects. This problem has been recently highlighted in Jackson and Pernoud (2019):

“...running stress tests for each bank separately overlooks a significant source of systemic risk. Indeed, without detailed information on the overall network, a bank-specific stress test does not capture the fact that a decrease in a bank’s direct asset holdings is also likely to depress other banks’ values, and hence also depress the value of its inter-bank assets.”

To exemplify, Figure 1 depicts a simple \(n\)-bank network where local stress testing reveals one failure, but in reality all but one of the institutions would fail. More specifically, assume bank 1 begins with reserve of 1 and all other banks have no reserves. The arcs between nodes represent

---

\(^2\)In practice, direct network information about the network may be so hard to come by that firms may have to resort to inferring network structures from coverage in the mainstream news (Schwenkler and Zheng 2019).

\(^3\)For example, in 2015, the City of Boston and the Boston Women’s Workforce Council (BWWC) launched an initiative to identify salary inequities. While data owners were willing to entrust salary and other sensitive data to a third party, “one of the major hurdles [...] was the unwillingness of any single entity (including a major local university; originally enlisted to perform the study) to assume the liability in case of leakage or loss of data entrusted to them.” (Bestavros et al. 2017).

\(^4\)Another reason institutions may be reluctant to share their data with a trusted party, is that it may still be at risk of subpoena (Economist 2014).
liabilities between each bank. If bank 1’s reserves drop by 10%, only bank 1 will fail its local stress test, whereas in reality, such a drop would cause $n - 1$ cascading failures, and only bank $n$ would remain solvent given it has no liabilities.

Figure 1: A $n$-bank example where local stress testing fails to identify systemic risk.

Local stress testing can also fail to provide information about how to structure bailouts. Figure 2 gives an example of a simple 4-bank network (a scaled version of the one described in Jackson and Pernoud (2019)) where local stress-testing gives insufficient information. Locally, banks 1 and 4 look similar in that they both have $4D$ of incoming debt, and $5D$ outgoing. Yet if both banks 1 and 4 fail (their reserves drop to 0) which bank should be bailed out? If we assume that bankrupt banks pay none of their debt, then bailing out bank 1 by injecting $D$ dollars saves banks 1, 2 and 3, whereas a bailout of $D$ dollars to bank 4 saves none of the banks.

Figure 2: An example of a 4-bank network debt model adapted from Jackson and Pernoud (2019). Arrows point in the direction debt is owed.

Firm-level implications

The aforementioned limitations affect not only the effectiveness of regulations imposed by a central entity, but can also have significant adverse effects on the individual institutions themselves. Consider that, depending on the network structure, each institution may not even be able to accurately assess its own market value without knowing the assets and liabilities of all other institutions! What’s more, certain types of networks can have high sensitivity, which means that small imperfections in knowledge can lead to significant errors when assessing market values (Feinstein et al. 

\[5^\text{th} \text{In the original debt model of Eisenberg and Noe (2001), debts were paid proportionally. Other debt models (e.g. Gai and Kapadia (2010)) have assumed a zero recovery rate as in this example.} \]
These examples show that even in the simplest, most idealized network settings, financial institutions cannot be expected to calculate (or even accurately estimate) their own market values. To make matters worse, the problem extends to most statistics of interest to the stakeholders. Complete, perfect knowledge of the network is also necessary to assess risk, or identify business strategies. Consider simple questions like: How many institutions would default if the underlying assets experienced a uniform drop of 10% in value? Or, how much would a given firm’s market value increase if an asset class increased in value by 5%? These questions cannot be answered accurately by the institutions themselves without knowing the detailed portfolios of all the institutions in the network.

In brief, the privacy and security requirements of the individual institutions in the network prevents them from engaging in cooperative risk assessment and can be a serious practical barrier to institutions and central regulators alike.

Contributions

In this work, we address some of the aforementioned issues by designing and implementing privacy-preserving multiparty computation (MPC) algorithms in two seminal network settings: the liabilities model of Eisenberg and Noe (2001) (in §4) and the equities cross-holding model of Elliott et al. (2014) (in the Appendix, §A). We outline two contributions in particular: (i) The design of novel data-oblivious algorithms (see Definition 2) for computing market values in network settings under privacy preservation (see Algorithms 4 and 6); (ii) a complete software implementation of our protocol, together with benchmarks of its computational and communication costs in real-world environments. We expand on each of these next.

(i) **Data-oblivious algorithms:** Data-oblivious algorithms guarantee that information isn’t leaked by the algorithm operations themselves. Most existing MPC protocols focus on hiding the data in a computation, rather than the operations (see Section 3.2 and Appendix B.2 for further discussion). Thus, before an algorithm can be implemented securely, its sequence of operations must be made data independent. Previous works have avoided this problem by focusing on simple algorithms (e.g. securely computing means and variances) where the sequence of arithmetic operations is fixed, and hence independent of the input data. In our setting, the algorithms for computing market clearing values in network settings are significantly more complex, and the algorithms developed in the extant literature (outside the context of secure computation) are not data-oblivious.
Robust multiparty implementation: The benefits of using MPC for privacy-preserving risk assessment has been discussed in recent literature (Abbe et al. 2012, Flood et al. 2013, Cai and Kou 2019). These works, however, do not specifically focus on network settings, do not provide implementations, nor do they seek to design concrete protocols with realistic network data. Closer to our setting is Narayan et al. (2014), who conduct a preliminary study showing the feasibility of using MPC to compute stress tests in financial networks. In contrast to our paper, however, they do not seek to develop a globally secure algorithm nor benchmark it on real network data. Our paper’s second main contribution—a robust multiparty implementation—shows that our data-oblivious algorithms are indeed practical.

The computational and communication costs of MPC protocols has typically been a barrier to adoption. The exact cost of these protocols has a complex dependency on the underlying algorithms, the software implementation as well as the computing hardware and networking infrastructure, thus the best way to assess the practicality of an MPC algorithm is to actually implement and benchmark it. To this point, we implement and benchmark our algorithms using three different open-source software packages (each with their own advantages and disadvantages) and evaluate their suitability for practical implementation: SCALE-MAMBA (Aly et al. 2019), MPyC (Schoenmakers 2019) and EMP-Toolkit (Wang et al. 2017).

Even with the existence of these open-source tools, implementing secure multiparty computation protocols remains a significant engineering challenge, and to make our work reproducible, we have released fully self-contained Docker “images” under open-source license (Merkel 2014). The Docker images contain all the source code for our implementations and provide a consistent build environment, as well as all the libraries needed to run our examples.

In the past few years, there has been a dramatic increase in the number of applications and implementations of MPC protocols, and we highlight some of the recent applications of MPC towards privacy-preserving financial analytics here. For instance, continuing the example mentioned in footnote 3, the city of Boston together with the Boston Women’s Workforce Council used MPC to calculate aggregate payroll analytics across over 150 different companies in Boston, with the aim of studying gender-based discrepancies in employee compensation (Lapets et al. 2018).

Protocols have also been developed for linking sales and purchase records in Estonia in order to identify potential cases of tax fraud without revealing the underlying sales and purchase data.

---

6To avoid the costs of doing a global secure computation, Narayan et al. (2014), breaks the network until smaller groups of nodes, and performs secure computation within the groups. This leaves the system vulnerable if a small number of institutions within a group collude, and it leaks information about debts between the groups. In addition, the protocol leaks information about the whether debts exist between institutions (while hiding their magnitude).
Sangers et al. (2019) used homomorphic encryption, a different model of secure computation, to identify fraudulent transactions in banking networks.

Our work contributes to this literature by providing a novel set of generalizable MPC algorithms for network applications and evaluating the feasibility of implementing these algorithms using real data.

More broadly, our work contributes to a recent and growing literature studying the implications of new technologies in finance (FinTech). While the bulk of this literature so far has focused on blockchain/cryptocurrency and crowdfunding applications, privacy-preserving technology is being increasingly adopted in practice, as the computational methods and algorithms underlying it continue to improve. This paper, much like Abbe et al. (2012), seeks to expand the boundaries of the extant fintech literature into this novel direction.

To summarize, the methods we develop can help resolve the tension between the privacy requirements of the individual institutions and the collective value of aggregate network statistics, in virtually any type of network setting. Our work helps to bridge the gap between our extant theoretical models of financial networks—that generally assume complete information—and the real world—where information sharing is hindered by privacy concerns.

The rest of the paper is organized as follows: §2 provides a brief overview of secure multiparty computation. §3 describes the network model of Eisenberg and Noe (2001) and the obstacles that need to be overcome for privacy preservation in this (and other) network settings. §4 details the algorithms we develop to overcome these obstacles. §5 implements the algorithms using real and synthetic data. §6 concludes. Extensions, technical details and proofs are provided in the Appendix.

2 Secure Multiparty Computation (MPC)

Secure Multiparty Computation is a cryptographic technique that, in theory, allows a group of data owners to securely compute any function of their private data, without revealing their underlying data to each other or to any outside party, and without the need for a central agent. The first general-purpose cryptographic MPC protocols were developed in the 1980s (Goldreich et al. 1987, Ben-Or et al. 1988, Chaum et al. 1988), and since then, MPC has been an active area of research. Below, we go over some of the basic principles and definitions that we require. The technical details regarding how to conduct some of the privacy-preserving operations required for network settings

(e.g., matrix multiplications) are left for the Appendix, §B.1.

2.1 Security

A multiparty computation protocol is called secure if the execution of the protocol itself reveals nothing more about the participants’ (private) inputs than what is revealed by the output alone. In protocols where there is no output (or the output is secret-shared), the participants should learn nothing about the inputs. Roughly, this means that each player’s view of the protocol (i.e., the messages they send and receive) should be independent of the other participants’ private inputs (after conditioning on the output).

Roughly multiparty computation protocol is said to be secure if the views of the players (i.e., the messages sent and received) by running the protocol on two different sets of inputs are indistinguishable (see Appendix B.4 for a formal definition of indistinguishability, and further discussion of security in multiparty protocols). To formalize this notion of security, in a setting with \( n \) participants, define, for \( i = \{1, \ldots, n\} \), a function of interest that needs to be computed in a privacy-preserving way:

\[
f_i : X^n \rightarrow Y
\]

\[
(x_1, \ldots, x_n) \mapsto y_i.
\]

The variables \( x_i, y_i \) are the input and output of participant \( i \) (out of \( n \)). Note that in many scenarios all \( f_i \) are equal, i.e., all participants receive the same output.\(^8\)

The view of player \( i \) in a multiparty protocol on inputs \( x_1, \ldots, x_n \), denoted \( \text{view}_i(\vec{x}) \), is the collection of all messages sent and received by player \( i \) when the protocol is run on input \( \vec{x} \). Because secure computation protocols are randomized, for any fixed \( \vec{x} \), \( \text{view}_i(\vec{x}) \) is a random variable.

A protocol is \((t-n)\)-secure if any set of at most \( t \) participants can gain no information about the remaining \( n - t \) players’ private inputs by colluding together. When \( t = n - 1 \), we have the strongest notion of security, i.e., each individual’s privacy is preserved even if all other participants collude against her. Intuitively, we have \((t-n)\)-security if the view of any subset of (at most) \( t \) players, when the protocol is run on one set of inputs, conditioned on their outputs, is “indistinguishable” (Definition 7) from their view when the protocol is run on a different set of inputs. This notion is formalized in Definition 1.

\(^8\)In our settings, \( f_i \) could be the function that computes the current market value of institution, \( i \). If all participants wanted to learn all market values, then all \( f_i \) would be the same vector-valued function that returns the vector of all market values
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**Definition 1** (Secure multiparty computation (indistinguishability)). An $n$-party computation protocol for computing $f \overset{\text{def}}{=} (f_1, \ldots, f_n)$ is secure ($t$-$n$)-secure against passive (semi-honest) adversaries if for any $T \subset [n]$, with $|T| \leq t$, and any inputs $\vec{x}, \vec{x}'$ such that $f_i(\vec{x}) = f_i(\vec{x}')$ for all $i \in T$, the random variables

$$\{\{\text{view}_i(\vec{x})\}_{i \in T} \mid \{y_i\}_{i \in T}\} \sim \{\{\text{view}_i(\vec{x}')\}_{i \in T} \mid \{y_i\}_{i \in T}\},$$

where $\sim$ denotes indistinguishability of distributions, formalized in Definition 7. The protocol is perfectly secure if, conditioned on the outputs $\{y_i\}_{i \in T}$, the views of the players in $T$ are independent of the inputs.

**Remark 1.** Definition 1 ensures that the protocol leaks no more information than the output alone. On the other hand, MPC does not provide security against information that can be gleaned from the output alone. For example, consider the special case with only two participants, seeking to securely compute their average salary. By observing the output, that is, the average salary of the two, each individual could then infer the other’s salary, no matter what protocol was used for the secure computation. Protecting against inference from the output of a computation is a separate problem, and usually requires adding noise to the results (Dwork 2011).

Other standard notions of security in MPC protocols are discussed in Appendix B.4.

### 2.2 Cryptographic Secret Sharing

Most MPC protocols rely on cryptographic secret sharing (Beimel 2011), which allows a data owner to split her data into *shares*, each of which reveal nothing about the underlying data. These shares are distributed to the participants in the protocol, and the (secure) computation proceeds on the shares, rather than the underlying data itself. The simplest method for secret-sharing a secret $s \in \mathbb{F}$ among $n$ participants is called *additive secret sharing*. The secret $s \in \mathbb{F}$, is shared by selecting $n$ uniformly random values $r_1, \ldots, r_n \in \mathbb{F}$ subject to the constraint that $s = \sum_{i=1}^n r_i$, and the share $r_i$ is given to participant $i$. Each $r_i$ is called a *share* of $s$, and it is easy to see that any subset of at most $n - 1$ of the $r_i$ reveals nothing about the secret, $s$, whereas $s$ can be reconstructed from the collection of all $n$ shares. From a statistical standpoint, the marginal distributions of the $r_i$ are independent of the secret, $s$, while the secret $s$ can be recovered from any sample from the joint distribution.

**Example 1** (Securely computing the average). Suppose $n$ institutions, each have private assets $D_i \in \mathbb{Z}$, and they wish to (securely) compute their average asset values, $\frac{1}{n} \sum D_i$, without revealing
their underlying assets, $D_i$. The players first agree on a public prime, $p$, with $p \gg \sum_i D_i$. Then, for $i = 1, \ldots, n$ player $i$ generates secret shares of $D_i$ as follows. Player $i$ generates $r_{ij}$ uniformly at random from $\mathbb{Z}/p\mathbb{Z}$ for $j = 1, \ldots, n - 1$ and sets $r_{in} = D_i - \sum_{j=1}^{n-1} r_{ij} \mod p$. Thus, $\sum_{j=1}^{n} r_{ij} D_i \mod p$, and $r_{ij}$ is the $j$th share of $D_i$. Player $i$ then sends $r_{ij}$ to player $j$. At the end of the sharing phase, player $i$ has $r_{ji}$ for $j = 1, \ldots, n$.

Once player $i$ has $n$ shares $\{r_{ji}\}_{j=1}^{n}$, player $i$ calculates $t_i \overset{\text{def}}{=} \sum_{j=1}^{n} r_{ji} \mod p$. At this point, the set $\{t_i\}_{i=1}^{n}$ form additive shares of the sum $\sum_{i=1}^{n} D_i$, because

$$\sum_{i=1}^{n} D_i = \sum_{j=1}^{n} \sum_{i=1}^{n} r_{ij} = \sum_{j=1}^{n} \sum_{i=1}^{n} r_{ij} \mod p.$$ 

Finally, player $i$ broadcasts $t_i$ to all players. Each player then locally computes the average as $s \overset{\text{def}}{=} \sum_{i=1}^{n} t_i \mod p$, and computes the average as $\frac{s}{n}$ (note that $n$ is public).

This type of calculation is particularly easy under MPC because it is linear, i.e., it only requires secure additions, and no secure multiplications or divisions. On the other hand, securely multiplying shares requires communication, and the running time of secure computation protocols (in the circuit model) are dominated by the number of secure multiplications they perform.

Once each data owner has secret shared his or her private data among the set of participants in the protocol, the participants can compute on the shares in a privacy-preserving way. Early MPC protocols (e.g. Goldreich et al. (1987), Ben-Or et al. (1988), Chaum et al. (1988)) provided methods to securely add and multiply secret-shared values (and obtain secret-shares of the result). Using these simple primitives, more complex functionalities could be securely executed by first writing the function as a boolean circuit (consisting of AND, XOR and NOT gates) or an arithmetic circuit (consisting of addition and multiplication gates over a finite field, $\mathbb{F}$) and then securely executing the circuit gate by gate.

In line with these principles, in our framework, the participants begin by secret-sharing their (private) liabilities (in the debt-model) or equity-holdings (in the equity model). At the end of the protocol, each institution will hold secret-shares of the vector of market values. The institutions can then use these shares to allow a certain party (e.g. a regulator) or parties (e.g. the institutions themselves) to reconstruct either some or all of the market values. The details are provided in §4.

---

9 All computations are done modulo $p$, instead of over $\mathbb{Z}$ because there is no uniform distribution over $\mathbb{Z}$. In particular, if $r$ is chosen uniformly from $\mathbb{Z}/p\mathbb{Z}$, then $r + s \mod p$ is uniformly distributed, independent of $s$. The prime $p$ is chosen large enough so that there is no wrap-around in the desired computation.
2.3 MPC Protocols

The original MPC protocols were an important theoretical breakthrough, but were too inefficient for practical applications. One challenge is that all the original protocols assumed that the function being computed was written as a circuit. Unfortunately, the circuit representation of many common functionalities can be quite complex. In fact, the boolean circuits representing the market-value computations in our network setting would require hundreds of millions of gates which makes developing these circuits by hand infeasible, and makes it challenging to execute them securely. (see Section 5).

Currently, there are several general-purpose MPC compilers in the cryptographic literature (see Hastings et al. 2019 for a survey). These compilers take code written in a high-level language (often a C-like language), convert this code into an intermediate representation (usually a circuit) then execute this intermediate representation securely using an existing MPC protocol. Most compilers (e.g. Franz et al. (2014), Zahur and Evans (2015), Wang et al. (2015), Songhori et al. (2015), Demmler et al. (2015)), however, support only two-party computation, and are thus not appropriate for network settings. A few, including EMP-toolkit, Wang et al. (2017), SCALE-MAMBA Aly et al. (2019), and MPyC Schoenmakers (2019) support computations involving more than two participants, and we thus focus on these three toolkits in our implementation examples.

As mentioned, for security, MPC protocols can only execute programs that are data oblivious (see Section 3.2). This means that MPC compilers must also ensure that the programs being executed are data-oblivious. Most MPC compilers do this by severely restricting the high-level programming language. For instance compilers like EMP and MPyC do not allow conditionals on private data, instead they only provide syntax for multiplexing (see Appendix B.2.1). Similarly, none of the compilers we tested support “for” loops with private input bounds. Thus even with these compilers, the user is responsible for developing the data-oblivious algorithms that will serve as inputs (see Section 3.2).

2.4 Outsourced computation

Secure computation protocols require repeated rounds of communication between all of the participants. Thus, if there are $n$ participants in the protocol, the communication complexity grows as $O(n^2)$. To avoid this, it is common to decouple the number of participants in the computation from the number of participants contributed (private) information using cryptographic secret sharing.

For example, in a network with 1000 banks, the banks could choose 3 of the larger banks to be
the “computation parties”, and secret-share all private to these three privileged banks. The three
banks could then engage in a secure computation to compute the vector of market values. Since the
secure computation only requires three participants (instead of 1000) the overall computation could
be much faster. The drawback is that this type of outsourcing changes the security guarantees,
and collusion between 2-out-of-3 of the computational parties could break the security (instead of
collusion between 501 of the input parties). The different architectures are outlined in Figure 3. We
will utilize this method in some of our implementations in §5.

Figure 3: Outsourcing computation to a small number of parties drastically reduces the communication
complexity of the protocol, but makes it more vulnerable to collusion.

3 Network Model & Obstacles to Privacy Preservation

For expositional clarity, the rest of the paper focuses on the debt model proposed by Eisenberg and
Noe (2001). We treat the case of the equity model of Elliott et al. (2014) in the Appendix, §A.

Before diving into the details, we note that the underlying methods we develop could be applied
to compute network statistics in essentially any network model. To this point, we provide in Ap-
pendix §A.4, an overview of several well-established financial network models that could potentially
fit into our framework (albeit with some required fine-tuning).
3.1 The Eisenberg & Noe (2001) Debt Model

Consider a system with \( n \) financial institutions that have reserves and debts. Institution \( i \)'s reserves are represented by \( e_i \), and the debts (liabilities) are represented by \( L_{ij} \), indicating a debt from institution \( i \) to institution \( j \) of \( L_{ij} \) dollars. Thus the entire network is a weighted, directed graph, where financial institutions are represented as vertices and debts are represented as (weighted, directed) edges between the institutions.

Define \( \bar{p}_i \) to be the total liabilities of institution \( i \), i.e., \( \bar{p}_i \) def = \( \sum_j L_{ij} \), and the proportional liabilities

\[
\Pi_{ij} = \begin{cases} 
\frac{L_{ij}}{\bar{p}_i} & \text{if } \bar{p}_i > 0 \\
0 & \text{otherwise.} 
\end{cases}
\]  

(2)

In this proportional specification, failed or bankrupt institutions make partial payments on their outstanding debts, and the same proportion of every debt is assumed to be paid.

The total amount of money in the system is the sum of the reserves of all the stakeholders, and in this simple model, money is neither created nor destroyed. If every institution has enough reserves to pay all its debts, then each institution’s market value can be computed locally by adding its reserves and incoming debt obligations and subtracting its outgoing debts. On the other hand, if some institutions fail (i.e., they do not have enough money to cover their debts) other institutions that may appear to be solvent (based on their local view) may actually be insolvent (if their incoming debts are not paid in full). This highlights the essential networked nature of the stress test – institutions cannot effectively assess their risk based on knowledge of their debts alone.

Formally, the action of institution \( i \) can be characterized by its total payment, \( p_i \). We use \( \vec{p} \in \mathbb{R}^n \) to denote the vector of total amounts paid by each institution. If \( p_i < \sum_j L_{ij} \) then institution \( i \) is said to fail or default. Assuming that defaulting institutions must pay as much as they can, we have the following equations.

\[
p_i = e_i + \sum_j p_j \Pi_{ji} \text{ for defaulting institutions} \tag{3}
\]

\[
p_i = \bar{p}_i \text{ for non-defaulting institutions.} \tag{4}
\]

Computing the market-clearing vector absent privacy concerns

In this model, every institution will have a uniquely-defined equilibrium market value, based on its remaining reserves after all possible debts are settled. Assuming all information is public, Eisenberg and Noe (2001) suggest a simple, iterative algorithm for calculating the market clearing vector.
Algorithm 1 Calculating the equilibrium payment vector in a network (Eisenberg and Noe 2001)

1: Input: A network with assets $\vec{e} \in \mathbb{R}^n$, and debts $\Pi \in \mathbb{R}^{n \times n}$
2: Initialize defaulter list, $D = \emptyset$
3: Initialize payment vector $\vec{p} = \bar{p}$  \quad $\triangleright$ Everyone attempts to pay full debts
4: Update the defaulter list assuming payments $\vec{p}$
5: if Defaulters list grows then
6:   Update $\vec{p}$ and Go To Line 4
7: else
8: return $\vec{p}$
9: end if

From here, a natural network-scale stress-test can be run by adjusting (decreasing) the underlying reserves held by different institutions and calculating the number of failures (or the financial shortfall) that arise in equilibrium. This type of stress testing, however, requires knowledge of the debt structure of all institutions in the network. Performing this type of stress test using standard tools would then require all institutions to share all the details of their reserves and liabilities with some centralized regulator or testing authority who could perform the test.

What’s more, this model is very sensitive to small changes in the debt structure (Feinstein et al. 2018), so high-fidelity data about the debt structure is required for effective stress testing. In particular, regulators who have only rough estimates of the inter-bank liabilities cannot effectively compute the equilibrium market values in the network.

In §3.2, we outline the specific challenges we face to develop privacy-preserving protocols in this network setting, and develop our solution in §4.

3.2 Obstacles to Privacy Preservation

In principle, any function can be computed securely using one of the early MPC protocols (e.g. Goldreich et al. (1987), Ben-Or et al. (1988), Chaum et al. (1988)). Unfortunately, there are many obstacles to deploying MPC in practice.

Practical obstacles

Efficiency: Early MPC protocols were efficient in the sense that they ran in polynomial time, but the actual cost (in terms of computation and communication) was too high for practical applications. Decades of algorithmic improvements, coupled with a steady increase in raw computing power
has made MPC practical for a variety of real-world problems. Nevertheless, efficiency remains a
primary obstacle when developing and deploying novel MPC protocols. The practical efficiency of
MPC protocols depends on a number of factors beyond the basic algorithms, including computing
hardware, networking environment, software implementation, and the topology of the circuit being
executed. This means that effectively measuring the efficiency of an MPC protocol requires actually
implementing and benchmarking the protocol under real-world conditions.

*Implementation:* Despite the progress that has been made, implementing MPC protocols remains
a significant engineering challenge. These are multi-participant networked protocols that require
several rounds of communication interleaved with complex local cryptographic operations. Until
recently, most MPC protocols were only of theoretical interest, and very few were ever implemented.
As MPC protocols have improved, there has been a significant effort to implement and benchmark
novel MPC protocols.

**Conceptual obstacles**

*Designing data-oblivious algorithms:* In general, MPC protocols are designed to execute algorithms
that are *data-oblivious*, *i.e.*, algorithms whose control flow does not depend on their (private) inputs
(Mitchell and Zimmerman 2014). Formally:

**Definition 2** (Data-oblivious algorithms). An algorithm is called data-oblivious if the control-flow
(i.e., the sequence of computations and memory accesses made by the algorithm) is independent of
the algorithm’s inputs.

For example, if an algorithm’s runtime depends on the input data, executing the algorithm
leaks information about its inputs, even if the internal state of the algorithm is hidden. Developing
a compact, data-oblivious representation of a given functionality or algorithm is a fundamental
challenge that must be overcome before executing a computation securely.

One method for ensuring that an algorithm is data-oblivious is to represent it as a *circuit*, either
a boolean circuit (consisting of AND, XOR and NOT gates), or an arithmetic circuit (consisting of
addition and multiplication gates over a finite field). Most secure computation frameworks (e.g. Yao
(1982, 1986), Ben-Or et al. (1988), Goldreich et al. (1987), Chaum et al. (1988)) take this approach,
and these frameworks can only securely execute *circuits*. Thus before a function can be computed
securely, it must be represented as a *circuit* (e.g. using only boolean AND and XOR gates).

---

10There has been significant work developing secure multiparty computation protocols for RAM-model computa-
tions, but these protocols are extremely complex, and are only useful in settings which are particularly ill-suited to
circuit-model computations Lu and Ostrovsky (2013), Liu et al. (2014), Boyle et al. (2015), Garg et al. (2016).
Although, in principle, any algorithm can be represented as a circuit, the circuit representation may be large, and finding the minimum circuit representation of an algorithm is difficult (Hirahara et al. 2018). We describe some of the common challenges and solutions in Appendix B.2.

The development of MPC compilers (Section 2.3) which can translate a high-level programming language into circuit and execute it securely represent a crucial step towards filling this void.

To this point, we outline the main challenges that exist in our network setting. The Eisenberg and Noe (2001) Algorithm 1 was not designed with privacy in mind, and thus is not data-oblivious. For example, in line 5, the algorithm terminates when the defaulter list stabilizes. Thus the number of iterations of the algorithm depends on the (private) debt-holdings. More subtly, Line 6 traditionally requires a matrix inversion (an operation useful in many network settings), and most algorithms for matrix inversion (e.g. row-reduction) are not data-oblivious.

Overall, there are three main issues that we need to overcome in order to make the algorithm data oblivious.

1. **Line 4**: How can the defaulter list be updated when the current payment vector $\vec{p}$ must remain private? The current payout vector depends on the debts of all the participants in the network, so updating the defaulter list requires testing whether an institution fails under a private payment vector $\vec{p}$.

2. **Line 5**: A data-oblivious algorithm cannot change its control flow based on private information, so when calculating the clearing vector, the termination condition cannot depend on the number set of failures.

3. **Line 6**: How can the current payout vector, $\vec{p}$, be updated obliviously? Updating the payout vector $\vec{p}$ requires solving Equation 9, which depends on the current payout vector, as well as the current set of failed institutions, both of which must remain private.

One implication of making an algorithm data-oblivious is that its running time becomes independent of the underlying data. For instance, when calculating the market values of a large network, if all the banks had zero liabilities and zero assets, a traditional algorithm might take a “shortcut” and return that all market values are zero. On the other hand, a data-oblivious algorithm must perform exactly the same computations when the inputs are all zero as it does on real-world inputs. One consequence of this is that all the running times we report would be the same whether we used real-world data, or simply ran the algorithms on an all-zero input. This is an instance of sacrificing efficiency for security – in the real-world, both software and hardware implement computational
“shortcuts” that can drastically improve performance when the inputs satisfy certain criteria. Unfortunately, if these shortcuts cannot be applied to all inputs, the fact that a shortcut was taken leaks information about the inputs, and hence cannot be applied in a privacy-preserving manner. In other words, data-oblivious algorithms can never be faster than the “worst-case” running time of its non-oblivious counterpart.

4 Data-oblivious Network Analytics

In this section, we describe the algorithms we develop for computing the defaulter list in a data-oblivious manner and explain how we can address the issues raised in §3.2.

These algorithms (Algorithms 2, 3, 4) do not provide security by themselves, instead they are only data-oblivious. In order to provide security, the operations required (additions, multiplications, etc.) at each step of the algorithms, need to be executed securely e.g. using the Secure Matrix Arithmetic we detail in Appendix B.1 or using the open-source MPC protocols described in §2 (as we do in the implementations).

Recall the payment equations (3) and (4) from §3. These can be written more succinctly as

\[ p_i = \min \left( \bar{p}_i, e_i + \sum_j p_j \Pi_{ji} \right). \tag{5} \]

For a given payment strategy, \( \vec{p} \), we can define the defaulting matrix

\[ \Lambda(\vec{p}) = \left\{ \begin{array}{ll} 1 & \text{if } i = j \text{ and } i \text{ defaults under } \vec{p} \\ 0 & \text{otherwise.} \end{array} \right. \tag{6} \]

If complete information about the network (including all reserves and debts) were known, then the equilibrium values of each institution, the total number of failures and the total shortfall could be computed using Algorithm 1.

As noted in §3.2, the three major obstacles to making Algorithm 1 data-oblivious are: updating the current payout vector; updating the defaulter list; identifying termination conditions. Below, we outline the methodology we suggest to overcome these obstacles, culminating in Proposition 2 which shows that our solution efficiently computes an approximation to the true clearing vector and market valuations.

**Payout vector** For a fixed defaulting set given by \( \Lambda \), the equilibrium payouts are obtained by
solving the linear equations

\[ \vec{p} = \Lambda \left[ \Pi^T (\Lambda \vec{p} + (I - \Lambda)\vec{p}) + \vec{e} \right] + (I - \Lambda)\vec{p}, \]  

(7)

where \( \Lambda \) is the diagonal matrix with \( \Lambda_{ii} = 1 \) if and only if institution \( i \) has failed, \( \Pi \) is the \( n \times n \) proportional liability matrix, \( \vec{p} \) is the debt vector, and \( \vec{e} \) is the vector of underlying assets. Given a fixed defaulting set, an equilibrium payout strategy is a solution to Equation 7. Rewriting this equation, we have

\[ \vec{p} = \Lambda \Pi^T \Lambda \vec{p} + \Lambda \Pi^T (I - \Lambda)\vec{p} + \Lambda \vec{e} + (I - \Lambda)\vec{p}. \]  

(8)

Defining

\[ A \overset{\text{def}}{=} \Lambda \Pi^T \Lambda, \]
\[ \vec{b} \overset{\text{def}}{=} \Lambda \Pi^T (I - \Lambda)\vec{p} + \Lambda \vec{e} + (I - \Lambda)\vec{p}, \]

Equation 8 becomes

\[ \vec{p} = A \vec{p} + \vec{b}. \]  

(9)

This gives the solution

\[ \vec{p} = (I - A)^{-1} \vec{b}. \]  

(10)

As discussed in §3.2, traditional matrix inversion algorithms (e.g. Gaussian Elimination) are not data-oblivious, and thus cannot be implemented directly as a secure computation. In Appendix §B.1.3, we review some of the special-purpose, secure matrix inversion protocols that avoid the circuit model altogether.

To address this, we use Algorithm 2, below, which outlines a simple, iterative method for (approximately) solving Equation 9. Subsequently, in Proposition 1, we show that Algorithm 2 will converge to the correct result given enough iterations or under special circumstances. We report on empirical convergence speeds in the next section. Algorithm 2 is data-oblivious in the sense of Definition 2 because the number of rounds of the “for”-loop, \( k \), and the actions sequence of multiplications does not depend on the inputs, \( A, \vec{b}, \vec{p}^0 \). This overcomes obstacle 3 as the sequence of multiplications and additions is independent of the inputs.
**Algorithm 2** FindFix

Input: $\mathbf{A}, \bar{b}, \bar{p}^0$

for $i = 1, \ldots, k$ do

\[ \bar{p}^i = \mathbf{A}\bar{p}^{i-1} + \bar{b} \]

end for

return $\bar{p}^k$

---

**Proposition 1** (FindFix Algorithm Properties).

(i) Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ be a matrix with spectral radius $\rho \overset{\text{def}}{=} \rho(\mathbf{A})$. If $\rho < 1$ then $\bar{x} = \mathbf{A}\bar{x} + \bar{b}$ has a unique solution, $\bar{x}^*$, and Algorithm 2 will return an approximation, $\bar{y}$, such that as the number of iterations, $k \to \infty$, $\bar{y} \to \bar{x}^*$. In addition, if $\bar{p}^0 \geq \bar{x}^*$, then $\bar{p}^k \geq \bar{x}^*$ for all $k$. (ii) In an acyclic debt network with $n$ nodes, Algorithm 2 (with $k = n$) solves Equation 9 with no error.

**Defaulter list** Next, to deal with obstacle 1, we develop Algorithm 3, below, which takes a proportional liability matrix, $\mathbf{Π}$, an asset vector $\bar{e}$, and a proposed payout vector, $\bar{p}$, and calculates which institutions will fail under the proposed payout vector $\bar{p}$. If institution $i$ fails, $\Lambda_{ii}$ is set to 1. Looking at Algorithm 3, the number of iterations of the “for” loop, $n$, is public, and the calculation of the payout, $e_i + \sum_j p_j \Pi_{ji}$, is easily expressed as an arithmetic circuit. Thus Algorithm 3 becomes entirely data-oblivious if the conditional can be evaluated obliviously. In practice, this is easily achieved by evaluating both branches of the conditional at each step and multiplexing the result. See Appendix B.2.1.

**Algorithm 3** UpdateLambda

Input: $\mathbf{Π}, \bar{e}, \bar{p}$

for $i = 1, \ldots, n$ do

if $p_i > e_i + \sum_j p_j \Pi_{ji}$ then

$\Lambda_{ii} = 1$

else

$\Lambda_{ii} = 0$

end if

end for

return $\Lambda$

---

**Market values (main algorithm)** Putting these pieces together, we propose Algorithm 4 to
compute the market values of the institutions in the debt network model *obliviously*. To overcome the early termination problem (Obstacle 2) we run the algorithm for \( n \) steps, independent of the inputs, and show in Proposition 2 that after \( n \) steps the defaulter list will *always* have stabilized.

**Algorithm 4** A data-oblivious algorithm for calculating the market values in a debt network.

1: Input: \( \mathbf{e} \in \mathbb{R}^n, \mathbf{\Pi} \in \mathbb{R}^{n \times n} \)

2: Initialize \( \Lambda = \mathbf{0} \in \mathbb{R}^{n \times n} \) \( \triangleright \) No defaults yet

3: Initialize \( \mathbf{\bar{p}} = \mathbf{\bar{p}} \) \( \triangleright \) Everyone attempts to pay full debts

4: for \( i = 1, \ldots, n \) do

5: \( \mathbf{A} = \Lambda \mathbf{\Pi}^T \Lambda \)

6: \( \mathbf{b} = \Lambda \mathbf{\Pi}^T (I - \Lambda) \mathbf{\bar{p}} + \Lambda \mathbf{e} + (I - \Lambda) \mathbf{\bar{p}} \)

7: \( \mathbf{\bar{p}} = \text{FindFix}(\mathbf{A}, \mathbf{b}, \mathbf{\bar{p}}) \) \( \triangleright \) Find equilibrium with this defaulter list (calls to Algorithm 2)

8: \( \Lambda = \text{UpdateLambda}(\mathbf{\Pi}, \mathbf{e}, \mathbf{\bar{p}}) \) \( \triangleright \) Update defaulter list (calls to Algorithm 3)

9: end for

10:

11: for \( i = 1, \ldots, n \) do

12: \( v_i = e_i + \sum_j p_j \Pi_{ji} - \bar{p}_i \) \( \triangleright \) Market value is assets plus payments minus liabilities

13: end for

14: return \( \mathbf{\bar{v}} \)

**Remark 2.** For financial stress testing, it may be desirable to calculate the number of defaulting institutions or the total shortfall of the system, rather than the market values of the institutions. Since the number of shortfalls is simply \( |\{v_i \mid v_i < 0\}| \), and the total shortfall is \( \sum_{v_i < 0} v_i \), these statistics can easily be calculated with only slight modifications to Algorithm 4.

**Proposition 2.** (i) Algorithm 4 is data-oblivious and computes an approximation to the market values in an \( n \times n \) debt network using only \((k + 3)n^3 + 6n^2\) multiplications and \(n^2\) comparisons. (ii) If there are no defaulters, Algorithm 4 will converge to the exact solution, when \( k = 1 \).

Looking at Algorithm 4, there are no conditionals, the two “for” loops (Steps 4 and 11) both have fixed bounds \((n)\). The Steps 5, 6 and 12 require only matrix multiplication and are therefore naturally oblivious. Given the sub-algorithms FindFix and UpdateLambda are also oblivious, the entire algorithm is as well.

Algorithm 4 requires \( O(kn^3) \) (secure) multiplications, because it makes \( n \) calls to FindFix, which executes \( kn \times n \) matrix multiplications (which takes \( O(kn^2) \)) operations using schoolbook
matrix arithmetic). These multiplications dominate the cost of executing Algorithm 4 securely, and motivate the need for reducing the complexity of the \texttt{FindFix} algorithm (which we do in Algorithm 5).

More generally, developing data-oblivious algorithms usually requires avoiding loops with data-dependent bounds or early-termination conditions. It also requires avoiding conditionals ("if" statements), or, as in Algorithm 3 evaluating both branches of a conditional and multiplexing the results. The complexity of this type of multiplexing grows exponentially if the conditionals are nested, e.g. in Gaussian Elimination where determining the next pivot location requires testing whether an element is zero.

5 Implementations with Real Data

Secure computation protocols can be extremely resource intensive, with high processing and bandwidth costs. In fact, the costs (real or perceived) of running MPC protocols has been a significant barrier to adoption. To assess the feasibility of securely computing financial analytics, we implemented and benchmarked Algorithm 4 using three different software frameworks for MPC: SCALE-MAMBA\textsuperscript{11}, EMP-toolkit \cite{Wang2016}, and MPyC \cite{Schoenmakers2019}.

Each of these frameworks uses different cryptographic techniques and has different security guarantees which lead to different performance characteristics.

All the benchmarks reported in this section were collected on a single 15-core machine with 3.6GHz Intel Xeon Gold 5122 processors and 128GB of RAM. We ran all parties locally on this single machine which implies we had to simulate \( n \) instances of individual machines running the MPC protocols. While this limits the scale of the computations we are able to perform, it is important to note that in practice, the computational burden would be split across the parties of the network, each thus requiring a fraction of the computational power of our own setup.

5.1 Data Sources

The Bank for International Settlements (BIS) is an international institution that collects financial statistics from many countries. They provide consolidated quarterly statistics on foreign and domestic claims and liabilities. There are 25-30 reporting countries each quarter who provide statistics relating to a larger set of several hundred countries.

We use these statistics to model a financial network in the debt model (§3.1). In this setting,

\textsuperscript{11}https://homes.esat.kuleuven.be/~nsmart/SCALE/
network participants are countries, cross-holdings are international claims on other participants, and cash reserves are total domestic capital/equity.

In order to provide the complete liability network, we limit network participants to only the reporting countries who provide statistics on their total assets and equity. We used data for quarter 2 of 2018 but our data parsing tools can be used for any time period. This left us with 21 countries, as shown in Figure 4. Cross-country liabilities and represented by arrows, with darker arrows representing higher debts. The node size represents the country’s underlying capital.

![Figure 4: The full 21-country BIS dataset.](image)

To model smaller networks, we worked with subsets of the BIS data set, and to model larger networks, we generated synthetic data. Note that a crucial feature of all secure computation algorithms is that the running times and memory usage depends only on the size of the network, and not the actual cross-holdings, since any dependence on cross-holdings would constitute a data leakage. Thus the estimates of running time and memory usage will be the same for any collection of real or synthetic data. In particular, this means our resource usage measurements are consistent across real and synthetic data as long as our generated data is the same size as the real data (i.e., the values can be represented using 64-bit fixed point numbers, and the number of participants is the
same).

Table 1 shows the full 21-country network we extracted from the BIS data set. To test on smaller networks, we considered the subnetworks obtained by the considering only the first $t$ banks in the table for $t \leq 21$. The equilibrium market values are computed using the non privacy-preserving Algorithm 1. The privacy-preserving market values are computed using our data-oblivious Algorithm 4. There is only one defaulter in this network, so it is not surprising that the error term is zero (Proposition 2(ii) shows that if there are no defaulters the error will always be 0).

Table 1: Equilibrium market values of the 21-country BIS data set. Values are in millions of USD.

<table>
<thead>
<tr>
<th>Name</th>
<th>Reserves</th>
<th>Exact Market Value</th>
<th>Privacy-Preserving Market Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>196,291</td>
<td>324,605</td>
<td>324,605</td>
<td>0</td>
</tr>
<tr>
<td>Belgium</td>
<td>35,992</td>
<td>110,776</td>
<td>110,776</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>242,895</td>
<td>802,207</td>
<td>802,207</td>
<td>0</td>
</tr>
<tr>
<td>Chinese Taipei</td>
<td>112,044</td>
<td>146,500</td>
<td>146,500</td>
<td>0</td>
</tr>
<tr>
<td>Finland</td>
<td>7,231</td>
<td>21,196</td>
<td>21,196</td>
<td>0</td>
</tr>
<tr>
<td>France</td>
<td>476,060</td>
<td>1,726,679</td>
<td>1,726,679</td>
<td>0</td>
</tr>
<tr>
<td>Germany</td>
<td>509,167</td>
<td>1,367,904</td>
<td>1,367,904</td>
<td>0</td>
</tr>
<tr>
<td>Greece</td>
<td>31,955</td>
<td>37,005</td>
<td>37,005</td>
<td>0</td>
</tr>
<tr>
<td>India</td>
<td>10,622</td>
<td>99,027</td>
<td>99,027</td>
<td>0</td>
</tr>
<tr>
<td>Ireland</td>
<td>38,679</td>
<td>38,483</td>
<td>38,483</td>
<td>0</td>
</tr>
<tr>
<td>Italy</td>
<td>247,149</td>
<td>529,981</td>
<td>529,981</td>
<td>0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>160,377</td>
<td>376,396</td>
<td>376,396</td>
<td>0</td>
</tr>
<tr>
<td>Portugal</td>
<td>30,689</td>
<td>34,555</td>
<td>34,555</td>
<td>0</td>
</tr>
<tr>
<td>Singapore</td>
<td>88,725</td>
<td>79,733</td>
<td>79,733</td>
<td>0</td>
</tr>
<tr>
<td>South Korea</td>
<td>173,528</td>
<td>213,149</td>
<td>213,149</td>
<td>0</td>
</tr>
<tr>
<td>Spain</td>
<td>293,666</td>
<td>573,661</td>
<td>573,661</td>
<td>0</td>
</tr>
<tr>
<td>Sweden</td>
<td>96,427</td>
<td>157,070</td>
<td>157,070</td>
<td>0</td>
</tr>
<tr>
<td>Switzerland</td>
<td>165,399</td>
<td>1,002,046</td>
<td>1,002,046</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>58,544</td>
<td>732,388</td>
<td>732,388</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>473,852</td>
<td>2,010,311</td>
<td>2,010,311</td>
<td>0</td>
</tr>
<tr>
<td>United States</td>
<td>1,605,782</td>
<td>2,429,208</td>
<td>2,429,208</td>
<td>0</td>
</tr>
</tbody>
</table>

In addition to the BIS data set, in some of our implementations we also considered the 6-country network consisting of France, Germany, Greece, Italy, Portugal and Spain analyzed in Elliott et al. (2014).\footnote{Although Elliott et al. (2014) analyzed this as an equity network, the underlying data consisted of debts. In that work, they converted the underlying debt network to an equity network by assuming each country retained 2/3 self-holdings, and normalizing the outstanding debts.} See a visualization in Figure 5.
5.2 Rate of Convergence of Algorithm 2

The MPC algorithms we develop in §4 are error-free, in the sense that the privacy-preserving adjustments do not introduce any bias in the final output, with one exception: Algorithm 2, which replaces matrix inversion, is only asymptotically exact.

Figure 6 shows the algorithm’s relatively quick rate of convergence in two different types of networks. Figure 6a considers a set of (synthetic) random 20-bank networks, and shows how the error in calculating market values decreases as a function of $k$, the number of iterations in Algorithm 2. The networks were generated with $L_{ij}$ for $i \neq j$ uniformly distributed in $[0, 1]$. The relative error was calculated as $\frac{\|\vec{p}_{\text{approx}} - \vec{p}_{\text{true}}\|_1}{\|\vec{p}_{\text{true}}\|_1}$. The error bars show the 95% confidence interval based on 200 samples.

Figure 6b shows the accuracy of the oblivious FindFix algorithm on the real-world data set...
from Elliott et al. (2014) (as represented in Figure 5). In this 6-country network, all the countries are solvent, and in this particular case, the FindFix algorithm converges with no error (see Proposition 2(ii)). In this setting, we tested the stability of our algorithm by simulating stress tests, reducing each country’s underlying assets by a random variable, and re-running Algorithm 4 while keeping the underlying network fixed. shows the relative error of the market-clearing vector returned by the oblivious algorithm (Algorithm 4) compared to the ground truth for increasing number of iterations, $k$. The bars represent a 95% confidence interval. In all tests, the inter-country debts remained fixed, and only the countries’ self-holdings dropped.

In both cases, setting $k = 10$ effectively reduces the error to 0.

5.3 Implementing and benchmarking Algorithm 4

Algorithm 4 shows how to compute market values in a data-oblivious manner, using only simple operations (addition, multiplication and comparisons).

All three MPC frameworks we use provide a method for executing these basic operations securely, and we implemented Algorithm 4 in each of them in order to compute market values in a privacy preserving way. For each framework, we describe the guarantees and potential use-cases. We benchmark the time and memory resources required to run a computation on networks that can be handled by our single machine, and project expected resource requirements for larger networks that would be run in a distributed fashion.

SCALE-MAMBA SCALE-MAMBA is an open-source software system developed at KU Leuven. It implements a custom multi-party computation algorithm based on linear-secret sharing (Bendlin et al. 2011, Damgård et al. 2012, Nielsen et al. 2012) that is secure against a malicious adversary for an honest majority of participants. The system runs in three parts: the compilation phase consumes a user-described program to produce an executable format, the offline phase generates cryptographic material that is independent of the participants’ input data (as described in §B.1.4. Finally, the online phase executes the computation.

The offline phase is the most time- and resource-intensive. It generates and validates several forms of cryptographic material in the form of samples of correlated random variables. This correlated randomness is independent of the participants’ private inputs, and can be generated and stored at any point prior to executing the protocol. These values are then used to mask or “blind” secret values during the execution of the protocol. See Algorithm 9 in §B.1.1 for a full description. Since this offline phase is independent of the participants’ data, it can be it can be run before the
participants know their (private) inputs. For example, the offline phase could be run overnight while markets are closed, then when the markets open, the (faster) online phase could be executed using up-to-the-minute market data.

In Figure 7, we show total resource use required per party to compute market values using Algorithm 4. These resources are for the cumulative computation, including both online and offline phases. The blue line represents the original setting with $n$ computational parties, while the red line represents the more efficient “outsourcing” setting described in Section 2.4, whereby computations for the entire network were outsourced to a smaller 3-party set.

![Figure 7: Per-party resources required to run Algorithms 4 using the SCALE-MAMBA MPC framework. Given we chose to run all parties on a single machine, we benchmarked our implementation for smaller numbers of parties and extrapolated to determine resources required for a larger number of parties.](image)

SCALE-MAMBA provides extremely strong security guarantees (security against malicious adversaries), however, the processor and memory requirements are significant. Our single machine could not handle the full 21-party BIS dataset due to memory limitations, but this should not be an issue in practice given the computational burden would be split between the nodes in the network. We estimate that each machine would require around 18GB of RAM per party, which is highly feasible. Unfortunately, the running time is high – with an estimate of over 30 hours of computation to compute market values in a 21-bank network. Although this is, perhaps, acceptable in some situations (e.g. computing weekly stress tests), it does not seem likely to scale to much larger networks without significant algorithmic advances. The 3-party reduction affords meaningful efficiency gains (40% reduction in runtime), but is still within the same order of magnitude. The next implementation (using MPyC) is orders of magnitude faster, but uses a weaker security model.
MPyC  This framework is secure against a semi-honest adversary when there is an honest majority. This is a weaker security setting than the other two frameworks and it does not require a pre-processing stage to generate cryptographic material. MPyC is implemented as a Python package and runs as interpreted language.

MPyC includes an implementation of a special-purpose secure protocol for solving linear equations of the form $A\vec{x} = \vec{b}$ for an unknown vector $\vec{x}$ (Blom et al. 2019). The LinSol algorithm in Blom et al. (2019)[Protocol 4] securely solves linear equations using integer operations only. To take advantage of this, we develop Algorithm 5 below.

**Algorithm 5 FindFix v.II**

Input: $A$, $\vec{b}$

$A = I - A$

$(\text{adj } A)\vec{b}, \text{det } A = \text{LinSol}(\bar{A}, \vec{b})$

$\vec{p} = (\text{adj } A)\vec{b}/ \text{det } A$

return $\vec{p}$

LinSol(·) computes solutions directly, *without* resorting to iterative methods, but only works with *integer* inputs. Our setting requires real-valued inputs. To convert between real-valued (fixed-point) values and integer values requires, we follow the method proposed in Blom et al. (2019). We choose a scaling factor $\alpha$, left-shift $13$ all values in $A$ and $\vec{b}$ by $\alpha$ and truncate into an integer. If $\alpha$ is too small, information about the fractional part of the value is lost. If $\alpha$ is large, we must use more storage to store each integer, which hurts efficiency. In our implementation, we represent initial data as 64-bit fixed point numbers with a 32-bit fractional part and set parameter $\alpha = 15$. We use large (64-bit) floating-point representations which ensures that we do not encounter errors related to truncation or overflow on realistic inputs.

An additional source of overhead cost in Algorithm 5 returns the adjugate matrix (e.g. the inverse with each entry multiplied by the determinant). To compute the final market values, we eventually need to divide out the determinant. Division is inherently slow and also requires more space (e.g. another type conversion to larger fixed-point numbers).

We implemented both models using MPyC and show the results in Figure 8. As expected, the iterative algorithm is slower with larger numbers of parties (Figure 8a), however, it also has a lower memory overhead (Figure 8b). Our implementation is also one of the first to show the concrete efficiency gains from the special-purpose secure matrix inversion algorithm of Blom et al. (2019).

Using the MPyC framework, the computation on the full 21-bank network is only expected to 

\[13\text{i.e., multiply by } 2^\alpha.\]
take about four minutes, which makes it extremely feasible for networks of this size, and much faster than the SCALE-MAMBA toolkit. However, MPyC only provides security against passive (“semi-honest”) adversaries. By contrast, SCALE-MAMBA (and EMP, which we discuss next) provide security against malicious adversaries, and supporting this more robust security model adds to the complexity of the underlying secure computation protocol.

![Figure 8: Total resources required to run Algorithm 4 using the MPyC framework. We benchmarked our implementation for up to 15 parties on the BIS data described in Section 5.1.](image)

**EMP-toolkit**  
EMP-toolkit includes implementations of several garbled-circuit-based MPC protocols; we used the multi-party protocol secure against a dishonest majority of maliciously corrupted adversaries. Like SCALE-MAMBA, the algorithm runs in two phases: given a circuit describing the function, the parties run two preliminary protocols to generate cryptographic material. Then they run the secure computation protocol to evaluate the circuit.

EMP-toolkit works in the boolean circuit model, first converting the desired computation into a circuit consisting of AND, XOR and NOT gates, and then securely executing the circuit. Algorithm 4 requires matrix operations over the reals, and their corresponding boolean circuits are extremely complex, requiring hundreds of millions of gates. To illustrate the complexity of the secure computation algorithm we used EMP toolkit to generate boolean circuits computing Algorithm 4. The circuit sizes (as a function of the number of iterations, k) are plotted in Figure 9.

![Figure 8: Total resources required to run Algorithm 4 using the MPyC framework. We benchmarked our implementation for up to 15 parties on the BIS data described in Section 5.1.](image)
Figure 9: Circuit sizes for the clearing algorithm (Algorithm 4) as implemented in EMP (Wang et al. 2017). The plot shows the number of boolean gates required to securely execute the algorithm with $k = 10$. These circuits are large, requiring over 800 million gates when $n = 30$.

The circuit size gives an indication of the complexity of the computation that is independent from the specific computing hardware and networking architecture.

Unfortunately, we were unable to execute these circuits using EMP toolkit, however, previous work Kreuter et al. (2012) showed how to execute a garbled-circuit protocol in the malicious security model extremely efficiently. They report executing a circuit with 5.9 billion gates in 14,700 seconds. Extrapolating to our scenario (where our circuits have only 800 million gates), the computation time on their setup would only be around 20 seconds.

Summary Our experiments show that although the calculations are computationally intensive, they are feasible for small networks ($n \sim 20$) on commodity hardware. If performance were a consideration, real-world deployments could dramatically increase the run-times with more powerful hardware and a more highly optimized software implementation.

It is also interesting to note difference in runtimes between SCALE-MAMBA and MPyC. The two frameworks use extremely different MPC back-ends so it is hard to pinpoint a single cause of the performance differences. Nevertheless, it seems likely that providing security against malicious adversaries (as in SCALE-MAMBA) is a primary cause of its slower performance. If this is the case, it is an interesting question whether practitioners (e.g. banks or regulators) feel the need to provide security against malicious adversaries, or whether security against semi-honest adversaries is sufficient.
6 Discussion, Limitations and Conclusion

6.1 Equity Model of Elliott et al. (2014)

For robustness, beyond the debt model of Eisenberg and Noe (2001), we have implemented and benchmarked the market-value calculations for the equity cross-holdings model of Elliott et al. (2014). To deal with privacy preservation in this case, we develop Algorithm 6, which is slightly simpler than Algorithm 4. As a result, the performance of the equity algorithm is slightly better than that of the debt algorithm. The equity model, algorithm and our implementation are described in detail in Appendix A. We emphasize that our methodology can be applied to this, and even more complex network models, such as those described in Appendix A.4.

6.2 Feasibility and Future Work

Although prior work has suggested the use of MPC for privacy-preserving financial computations (Abbe et al. 2012, Cai and Kou 2019), these works only considered generic protocols (e.g. sums, variances, moments, linear inference) rather than more complex protocols (e.g. market-values) from the literature. The one prior work that develops MPC for financial networks (Narayan et al. 2014) provides weaker security guarantees than ours, and does not analyze the convergence of their algorithms. Our work is the first to provide strong security and convergence guarantees and to provide benchmarks on real-world data. To demonstrate feasibility, we have implemented two different market-value computations, one in the debt model, and one in the equity model, using three different secure multiparty computation frameworks.

Our implementations (which we provide as open-source Docker images) show that these secure computations are indeed feasible for realistic networks. In terms of efficiency, we claim that existing tools are sufficient for use in some applications, including computing market values for small networks. We estimate SCALE-MAMBA requires less than 20GB of RAM and around 30 hours per party to compute market values of a network with 21 participants. This is a relatively low cost for a small group of banks who wish to run monthly risk assessments amongst themselves. There are a variety of known optimizations that could improve our results as well, such as porting Algorithm 5 to SCALE-MAMBA or EMP-toolkit and carefully tuning software parameters to optimize the computation. At a higher level, using special-purpose MPC protocols designed for highly efficient operations over real-valued matrices could dramatically improve runtimes.

The software tools we use here were developed as academic projects and are not, generally speaking, production quality code. Despite this, they demonstrate the feasibility of this approach.
In a real application setting, a coalition of financial institutions could fund the development an open-source, production-quality implementation. Coupling this with a moderate investment in hardware, we believe that these protocols could easily see significant performance improvements over our prototype implementations. This investment may well be worth making, as the development of such a tool would enable widespread adoption of secure computation.

Our work shows that key calculations in financial networks can be calculated in a privacy-preserving manner. Our work also highlights the key variables that affect the performance. Thus, any coalition of institutions considering this type of system needs to ask (1) How many institutions want to participate in the calculation (using secret-sharing, the number of institutions providing data can be larger than the number of institutions actively participating in the computation, see Section 2.4), (2) Do the institutions need security against malicious adversaries, or is semi-honest security sufficient? (3) How often do the calculations need to be run (e.g. is a running time of 6 hours acceptable)?

6.3 Limitations

Second-order inference: In this work, we focus on the question of securely computing market values, and financial stress-tests, without a trusted third party, and without revealing the stakeholders’ underlying data. Like extant literature in this space, we do not address the scenario that the result of the calculation (e.g. the market values of the institutions, the number of institutions that fail, or the total financial shortfall) could reveal sensitive information about the underlying institutions. In principle, one could use secure computation to implement a differentially private stress-test to achieve both privacy against an adversary monitoring network traffic, and an adversary performing inference on the result.

Garbage-in-garbage-out problem: Our algorithms do not ensure that the participants behave truthfully. In fact, MPC protocols in general can only enforce “truthful” behavior if such behavior can formally (mathematically) defined. For example, our protocol could be easily extended to enforce simple consistency checks (e.g., in the debt model if $i$ reports a debt to $j$, then $j$ should report the same debt from $i$), but without a mathematical definition of “truth” for each participants private inputs, the protocol cannot enforce that the participants behave truthfully. Of course, if participants provide incorrect inputs, the calculated market values will also be incorrect.

Scalability: Our implementations show that these types of computations can easily scale to dozens (or even hundreds) of participants. Unfortunately, the communication costs of the underlying secure computation algorithms scale quadratically with the number of participants, so it is unlikely
that this architecture, in its current form, can scale to thousands of participants. To address settings with more participants, it is common to change the network architecture, separating the number of data owners (i.e., the number of banks) from the number of computation parties (e.g., a subset of larger banks, or outside agencies). This allows us to increase the number of banks without increasing the number of computational parties. Figure 7 shows that running Algorithm 4 with three parties instead of 21 reduces the runtime by about 40%. Unfortunately, this reduces security in the sense that all privacy is lost if all the computation parties collude (even if the majority of the input parties do not collude).
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Appendix

A Privacy Preservation in Alternative Network Models

A.1 Equity Cross-Holdings Model

In this section, we develop privacy-preserving algorithms in an alternative model of financial networks, in which institutions to hold shares of other institutions rather than debt contracts (Elliott et al. 2014). The algorithms rely on the same methods as the ones developed for the debt model in Section 4, and the overall conclusion of this section is that the methods remain applicable in alternative network settings.

In this alternative model, each institution represents a node in the network and institutions are connected by proportional cross-holdings, which are represented as weighted, directed edges in the graph. An edge from institution $i$ to institution $j$ of weight $p$ (with $0 \leq p \leq 1$) represents the statement that institution $i$ owns a $p$-fraction of institution $j$. In addition to these proportional cross-holdings or shares, each bank can have some underlying assets, and these assets are the sole source of value in the network. These assets could represent tangible, physical assets or any investment the institution has made outside the network. This model can also be viewed as a flow, where at each time step money flows between institutions, and the total incoming flow to a node is divided among its outgoing edges according to their edge weights. With this intuition, the “market value” of a bank is the steady-state flow through that institution.

The possibility of cycles in the network (where institution $a$ owns shares of $b$, who owns shares of $c$, who owns shares of $a$) means that the market value of institutions can be extremely sensitive to small changes in the cross-holdings (Hemenway and Khanna 2016). In fact, if institutions can have arbitrarily small self-ownership, then an $\epsilon$-change in cross-holdings can have arbitrarily large impact on market values. Figure 10 illustrates this in a simple network with 4 banks. The banks all have self-holdings (“reserves”) of $r$, and the cross-holding values reported in the figure. Focusing on Bank 2, one can see that this bank would need to know the value of $\epsilon$ to be able to determine its own market value. If Bank 2 has an outside asset with value 1, and no other banks have any external assets, one can readily compute the vector of market values in closed form.\footnote{Namely, the market value vector is given by}

$$
\vec{v} = \frac{1}{(\epsilon + r - 1)(1 - r)^2 + 1}
\begin{bmatrix}
(\epsilon + r - 1)(r - 1)r \\
r \\
r(1 - r) \\
\epsilon(1 - r)
\end{bmatrix}.
$$

\[ (11) \]
In Figure 11, we show the final market value of each bank, assuming each bank retains $r = 10\%$ self-holdings. The key point is that the value of Bank 2 drops significantly from .37 to .1 as $\epsilon$ goes from 0 to $r$, yet Bank 2 has no direct knowledge of $\epsilon$.

![Figure 10: Four-bank network.](image)

The high sensitivity of market values to small changes in cross-holdings means that institutions must have a near perfect view of all other institutions’ cross-holdings in order to calculate their own market value! In Section A.2, we give an Algorithm 6 for securely computing the approximate market values of each institution without requiring the institutions to share their cross-holdings (see Figure 12).

More formally, we will use the notation $C_{ij}$ to denote the fraction of institution $j$ owned by institution $i$. We will use $n \times n$ matrix $C = (C_{ij})$ to denote the cross-holdings within the network.

The sum of all market values is 1 (which is the total value of all external assets).
As in Elliott et al. (2014), we define $C_{ii} = 0$. The matrix $C$ corresponds to the weighted, directed graph on $n$ vertices that has an edge from $j$ to $i$ with weight $C_{ij}$ whenever $C_{ij} > 0$. With this notation, $\sum_i C_{ij}$ represents the proportion of $j$ that is owned by other institutions. We assume that $\sum_i C_{ij} < 1$, i.e., that each institution remains some proportion of self-ownership. We define $S$ to be the diagonal matrix with $S_{jj} \overset{\text{def}}{=} 1 - \sum_i C_{ij}$ to be the fraction of self-ownership of institution $j$. We will use $D_i$ to denote the value of the assets of institution $i$, and the vector $\vec{D}$ to denote the vector of asset values.

This type of model leads to two different notions of valuations of an institution, the equity valuation, and the market valuation Brioschi et al. (1989). The equity valuation of institution $i$ is denoted by

$$V_i = \overbrace{D_i}^{\text{Value of assets held by } i} + \underbrace{\sum_j C_{ij}V_j}_{\text{Values of institutions held by } i}$$

(12)

In matrix notation, this becomes

$$\vec{V} = \vec{D} + C\vec{V},$$

which leads to the solution

$$\vec{V} = (I - C)^{-1} \vec{D}.$$  

(13)

As noted in Elliott et al. (2014), since the columns of $C$ sum to strictly less than one, the matrix $I - C$ is guaranteed to be invertible. (Actually, $I - C$ is an M-Matrix, see Willoughby 1977, Johnson 1982).

It is relatively straightforward to see that the equity valuation significantly overcounts the underlying value of the system, since the value of each asset is counted towards its primary owner institution as well as the shareholders in that institution. Formally, this means $\|\vec{V}\|_1 \geq \|\vec{D}\|_1$. This property of the equity valuation is well-known (French and Poterba 1991, Fedenia et al. 1994).

The market valuation eliminates this overcounting, by scaling each institution’s equity value by its percentage of self-ownership. Thus the market valuation of institution $i$ is

$$\vec{v} = S\vec{V} = S(I - C)^{-1} \vec{D}.$$  

(14)

Obstacles for privacy preservation

From the standpoint of privacy, the main issue with Equation 14 is that every entry of $\vec{v}$ depends globally on the matrix $C$. The $i$th institution may know its equity holdings (the $i$th row of $C$)
and its shareholders (the \(i\)th column of \(C\)), but its own market value (the \(i\)th coordinate of \(\vec{v}\)) is sensitive to the other entries of \(C\) as well, which may not be publicly known. How can one calculate the matrix inverse \((I - C)^{-1}\) when the entries of \(C\) are private and held by different parties?

### A.2 Privacy-Preserving Equity Model

As discussed in Section 3.2, secure computation algorithms must be *data oblivious*, i.e., the algorithm’s control flow cannot change based on the algorithm’s (private) inputs. Thus we need to develop data-independent method for calculating the market values given in Equation 14.

As noted in Section B.1.3, matrix inversion is a particularly difficult task for secure computation. Fortunately, however, the inverse \((I - C)^{-1}\) is well approximated by a power series \(\lim_{t \to \infty} \sum_{k=0}^{t} C^k \to (I - C)^{-1}\). In Lemma 1, we give explicit bounds on the rate of convergence.

**Lemma 1** (Invertibility of \(I - C\)). If \(s_{\min} \overset{\text{def}}{=} \min_i S_{ii} > 0\), then

\[(I - C)^{-1} = \sum_{k=0}^{\infty} C^k,\]

and for any \(\vec{v} \neq \vec{0}\),

\[\frac{\|\sum_{k=0}^{N} C^k \vec{v} - (I - C)^{-1} \vec{v}\|_1}{\| (I - C)^{-1} \vec{v} \|_1} < (1 - s_{\min})^{N+1}.\]

This leads to the following algorithm (Algorithm 6) for computing the market values in an equity network.

**Algorithm 6** An iterative algorithm for calculating the market values in an equity cross-holdings network model.

1: Input: \(n \times n\) cross-holdings matrix \(C\)
2: Input: \(n \times 1\) asset vector \(\vec{D}\)
3: Input: \(n \times n\) diagonal self-holding matrix \(S\)
4: Initialize: \(n \times n\) matrix \(A = 0\)
5: for \(i = 1, \ldots, k\) do
6: \(A = C \cdot A + I\)
7: end for
8: \(\vec{v} = SA\vec{D}\)
9: return \(\vec{v}\)

**Proposition 3.** If \(C, S, \vec{D}\) is an equity-network with minimum self-holdings \(s_{\min} \overset{\text{def}}{=} \min_i S_{ii} > 0\),
then Algorithm 6 gives an approximate solution $\vec{v}$ to the true market values $\vec{v}_{\text{true}}$ with

$$\|\vec{v} - \vec{v}_{\text{true}}\|_1 < (1 - s_{\text{min}})^{k+1} D,$$  \hspace{1cm} (15)

using only $kn^3 + n^2$ additions and $kn^3 + n^2 + n$ multiplications.

### A.3 Implementations

We implement our Algorithm 6 using the same three MPC software packages described in the debt model of Section 5. For comparison, in some of the subsequent figures, we overlay results from the debt model on top of results from the equity model.

**Four-Bank example of Figure 10** Figure 12 shows the banks’ true market values as well as their approximate market values obtained from the privacy-preserving Algorithm 6, with $k = 10$. As in Figure 11, $r = .1$ (each bank retains 10% self-ownership), and only Bank 2 possesses any outside assets (these are normalized to have value 1).

![Four-bank Network of Figure 10](image)

Figure 12: Four-bank Network of Figure 10. The solid lines are the true market values, and the dotted lines represent the approximate market values calculated by the iterative algorithm (Algorithm 6).
Convergence of Algorithm 6  For a set of random 20-bank networks, Figure 13 shows how the error in calculating market values decreases as a function of $k$, the number of iterations in Algorithm 6. The networks were generated with $C_{ij}$ for $i \neq j$ uniformly distributed in $[0, 1]$, $S_{ii}$ uniformly distributed in $[1, 5]$, then rescaled so that the columns of $C + S$ sum to 1. The relative error was calculated as $\frac{\|\vec{v}_{approx} - \vec{v}_{true}\|_1}{\|\vec{v}_{true}\|_1}$. The error bars show the 95% confidence interval. Setting $k = 10$ (as we did in the rest of our implementations) effectively reduces the error to 0.

![Figure 13: 20-bank networks](image)

SCALE-MAMBA  Figure 14 shows total resource use required per party to run our implementation in SCALE-MAMBA. These numbers are for the cumulative computation (including both online and offline phases). As expected, the equity model is less resource-intensive, since it only requires one iteration of the iterative fixed-point algorithm (Algorithm 2), while the debt model requires $n$ in the number of banks.
EMP-toolkit  As a reminder, EMP-toolkit works in the boolean circuit model, first converting the desired computation into a circuit consisting of AND, XOR and NOT gates, and then securely executing the circuit. Algorithm 6 requires matrix operations over the reals, and their corresponding boolean circuits are extremely complex, requiring hundreds of millions of gates. To illustrate the complexity of the secure computation algorithm we plot the circuit sizes we required (as a function of the number of iterations, $k$) in Figure 15.

Figure 15: Circuit sizes for the market values algorithm (Algorithm 6) as implemented in EMP Wang et al. (2017). The plot shows the number of boolean gates required to securely execute the algorithm with $k = 10$.

In addition to generating circuits, EMP-toolkit can securely execute the circuits using circuit garbling Yao (1982, 1986), Bellare et al. (2012b,a), Beaver et al. (1990). EMP-toolkit offers three modes of secure computation, a 2-party protocol secure against semi-honest adversaries (sh2pc),
a 2-party protocol secure against malicious adversaries (ag2pc) and a multiparty protocol secure against malicious adversaries (agmpc).

We tested our circuits for correctness using the semi-honest 2-party protocol. Unfortunately, the multiparty EMP framework crashed with Segmentation Faults when we tried to securely execute the larger circuits securely, however, preliminary results are in Table 2.

<table>
<thead>
<tr>
<th>Parties</th>
<th>Time (s)</th>
<th>RAM (gigabytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.65</td>
<td>.15 -.19</td>
</tr>
<tr>
<td>4</td>
<td>14.58</td>
<td>1.97 - 3.92</td>
</tr>
</tbody>
</table>

Table 2: Resource requirements for EMP-toolkit to run Algorithm 6. In our experiments, one party required a larger amount of RAM, while the rest used only the smaller amount.

MPyC The results are in Figure 16. As expected, the iterative algorithm is much slower with larger numbers of parties. However, it also has a lower memory overhead.

A.4 Other financial network models

Our approach in this paper is general enough to be applied to other, more elaborate network models, including those that combine equity and debt. We provide an overview of some of these models below.

Allen and Gale (1998) considered a banking network where banks hold deposits and must choose whether to make short-term (liquid) or long-term (illiquid) investments. Their model has three
stages. At time $t = 0$, depositors deposit money and the deposit institutions apportion these deposits into short-term and long-term investments. At time $t = 1$, depositors may choose (probabilistically) to withdraw their deposits “early.” If the deposit institution does not have enough liquid capital to cover these withdrawals, it must liquidate a long-term investment at a loss. At time $t = 2$, the remaining long-term investments yield returns to the bank. In follow-up work, Allen and Gale (2000), a network component was added, allowing banks to exchange deposits to mitigate risk, and these exchanges could lead to contagion effects.

Acemoglu et al. (2015) go beyond Allen and Gale (1998) to include interbank loans, and random “shocks.” In their model, banks could choose to make short- or long-term investments, but long-term investments liquidated early (at time $t = 1$) would receive either a “low” return or a “normal” return. Banks that received the lower return were said to have received a “shock” and the crux of the work was to show how these shocks propagated through different types of extremal networks (e.g. the ring, and the complete network).

Morris (2000) developed a local contagion model, where each player plays a local game with each of its neighbors. Each player chooses a binary action for each game and receives payoffs according to a global $2 \times 2$ payoff matrix. Morris then analyzed how specific strategies spread through the network.

Eisenberg and Noe (2001) developed a simple network model where banks hold underlying assets (outside of the network), and are connected to each other via debt contracts. Eisenberg and Noe showed that under mild restrictions that in this model each bank has a unique “market value” at equilibrium and they gave a simple, iterative algorithm for computing the vector of market values. In Section 3 we go into more detail on the Eisenberg-Noe model and the algorithm for calculating market values. Gai and Kapadia (2010) considered an extension of the Eisenberg-Noe model, where banks could also hold illiquid assets, but we do not include that extension in our secure computations.

Elliott et al. (2014) considered a model like Eisenberg and Noe’s, where banks hold underlying assets, but are connected via equity cross-holdings (e.g. shares) rather than fixed debts. In this model as well, under mild assumptions about the structure of the network, each bank has a unique market value at equilibrium. In § A we provide more detail about the Elliott-Golub-Jackson model.

Gouriéroux et al. (2012) proposed a model that combines liabilites à la Eisenberg and Noe (2001) and interbank investment à la Elliott et al. (2014). Similar models, combining both debt and equity have been further explored in Elsinger (2011), Jackson and Pernoud (2019).
B Technical Details

B.1 Secure Matrix Arithmetic

As discussed in §2.2, many secure computation systems are built around cryptographic secret-sharing, and the secure computation protocol operates by transforming secret shares of the input into secret shares of the output in a privacy-preserving way. See Beimel (2011) for a survey on cryptographic secret sharing.

Example 2. Consider a financial network with 3 institutions, $B_0, B_1, B_2$. Institution $i$, knows its debts $B_{ij}$ for $j \in \{0, 1, 2\}$, and its assets $D_i$. The institutions begin by writing $B_{ij}$ in binary notation $(b_{ij,0}, \ldots, b_{ij,31})$, where $B_{ij} = \sum_{k=0}^{31} b_{ijk} 2^k - 16$. Then each institution secret shares each bit $b_{ijk}$, by choosing two random bits, $r_{ijk0}$ and $r_{ijk1} \in \{0, 1\}$, and setting $r_{ijk2} = b_{ijk} + r_{ijk0} + r_{ijk1} \mod 2$. The private assets, $D_i$ are cryptographically secret shared in the same manner.

Once each participant has the secret shares, they can locally view these as secret shares of a liabilities matrix $L$, and an asset vector $\vec{D}$. Then, the participants can use the oblivious market-clearing algorithm, Algorithm 4, to compute their market values based on their (secret) liabilities. When executing Algorithm 4, every addition (resp. multiplication) is replaced by the boolean circuit representing integer addition (resp. multiplication), and each gate of the circuit is executed securely on secret shares using a protocol like that described in Appendix B.1. Each comparison operation can be executed on bitwise secret-shares as described in Appendix B.2.1.

At the end of the algorithm, the participants all hold cryptographic secret shares of the market values $\vec{v}$. To reconstruct the actual market values, the participants send their shares of the relevant values to the relevant participant (e.g. sending shares of value $i$ to institution $i$, or sending shares of all the values to the regulator).

To illustrate this type of system, we give a simple protocol for secure matrix multiplication, that is required for the algorithms we develop in §4 and §A.2.

B.1.1 Additive Secret Sharing

In this section, we review a basic additive secret sharing scheme for securely distributing and computing on private matrices. Let $F$ be a finite field, and suppose player $i$ has a secret matrix $X \in F^{k \times k}$. To secret share $X$, player $i$ will generate $n - 1$ uniformly random matrices $X_1, \ldots, X_{n-1}$ over $F^{k \times k}$, and set

$$X_n \overset{\text{def}}{=} X - \sum_{j=1}^{n-1} X_j$$
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Then player $i$ will send $X_j$ to player $j$ for $j \neq i$. The key features of the secret-sharing protocol are that

1. **Privacy**: Any collection of $n - 1$ shares $\{X_j\}_{j \in S}$ with $S \subset [n]$ and $|S| < n$, is statistically independent of $X$. This implies that if any collection of at most $n - 1$ players collude and reveal their shares to each other, they cannot learn *any* information about the matrix $X$.

2. **Linearity**: If $\{X_j\}$ is a secret sharing of $X$, and $\{Y_j\}$ is a secret sharing of $Y$, with player $j$ holding shares $X_j$ and $Y_j$, then player $j$ can compute shares of the sum $X + Y$ by simply adding her shares $X_j + Y_j$. Note that this does not require any communication among the players (Algorithm 7). Similarly, if $X$ is a private matrix, secret shared among the players, and $A$ is a public matrix, known to all players, then each player can compute shares of the matrix $AX$ by locally computing $AX_i$ (Algorithm 8).

### B.1.2 Matrix Computations on Shares

In this section, we outline protocols for performing linear-algebraic operations on matrices that are additively secret shared.

Throughout this section, we suppose $X$ and $Y$ are two private $k \times k$ matrices over a finite $\mathbb{F}$, that are secret-shared, so that player $i$ has matrices $X_i$ and $Y_i$ such that

\[
X = \sum_{i=1}^{n} X_i, \\
Y = \sum_{i=1}^{n} Y_i.
\]

**Algorithm 7** Addition of secret shares

**Input:** Player $i$ holds secret shares $X_i, Y_i$

Player $i$ computes $Z_i = X_i + Y_i$

$\{Z_j\}$ is a secret sharing of $X + Y$  \hspace{1cm} $\triangleright \ \ X + Y = \sum_j Z_j$

**Lemma 2.** Algorithm 7 is a secure computation protocol for computing secret-shares of the sum $X + Y$ in the sense of Definition 1.

**Lemma 3.** Algorithm 8 is a secure computation protocol for computing secret-shares of the product $AX$ in the sense of Definition 1, where $A$ is a public matrix, and $X$ is a private matrix.
**Algorithm 8 Multiplication by a public matrix**

<table>
<thead>
<tr>
<th>Input: Player $i$ holds secret shares $X_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: Player $i$ holds a common, public matrix $A$</td>
</tr>
<tr>
<td>Player $i$ computes $Z_i = AX_i$</td>
</tr>
<tr>
<td>{$Z_j$} is a secret sharing of $AX$</td>
</tr>
</tbody>
</table>

\[ AX = \sum_j Z_j \]

**Multiplication of two private matrices:**

The linearity of the secret sharing scheme allow players to compute the sum of secret-shared matrices (Algorithm 7) and the product of a public matrix with a secret-shared matrix (Algorithm 8) using only local computations (i.e., without any communication between the players).

Multiplying two secret-shared matrices requires communication between the participants, but can be achieved if the players hold correlated randomness (often called Beaver triples Beaver (1991)). We outline the multiplication protocol below. Suppose $X$, $Y$ are private, $n \times n$ matrices, secret shared as \{$X_i$}, \{$Y_i$}.

We assume that in a *pre-processing* phase, players are dealt correlated randomness in the form of matrices $A_i, B_i, C_i$ such that $C = AB$, and

\[
A = \sum_j A_j, \quad B = \sum_j B_j, \quad C = \sum_j C_j
\]

Then, some basic algebra shows that

\[
XY = (A + X)(B + Y) - (A + X)Y - X(B + Y) - AB
\]
\[
= (A + X)(B + Y) - (A + X)Y - X(B + Y) - C
\]

The key observation is that $A + X$ is independent of $X$, and $B + Y$ is independent of $Y$, thus the matrices $\bar{A} \overset{\text{def}}{=} A + X$ and $\bar{B} \overset{\text{def}}{=} B + Y$ can be revealed publicly without compromising privacy.

**Algorithm 9 Private matrix multiplication with pre-processing**

<table>
<thead>
<tr>
<th>Input: Player $i$ holds secret shares $X_i, Y_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: Player $i$ holds correlation triples $(A_i, B_i, C_i)$.</td>
</tr>
<tr>
<td>Players use the secure addition protocol (Algorithm 7) to compute $\bar{A} \overset{\text{def}}{=} A + X$</td>
</tr>
<tr>
<td>Players reveal $\bar{A}$ publicly</td>
</tr>
<tr>
<td>Players use the secure addition protocol (Algorithm 7) to compute $\bar{B} \overset{\text{def}}{=} B + Y$</td>
</tr>
<tr>
<td>Players reveal $\bar{B}$ publicly</td>
</tr>
<tr>
<td>Player 1 computes: $Z_1 = \bar{A}B - \bar{A}Y_1 - X_1B - C_1$</td>
</tr>
<tr>
<td>Player $j$ computes: $Z_j = -\bar{A}Y_j - X_jB - C_j$</td>
</tr>
</tbody>
</table>

\[ \sum_j Z_j = XY \]
Lemma 4. Algorithm 9 is a secure computation protocol for computing secret-shares of the product \( XY \) in the sense of Definition 1.

Using Algorithm 9, the players can compute matrix products privately if they have correlated randomness in the form of these multiplication triples \( \{A_i\}, \{B_i\}, \{C_i\} \). Note that each multiplication triple \( \{A_i\}, \{B_i\}, \{C_i\} \) can only be used once, otherwise \( \hat{A} = X + A \) would leak information about \( X \). Thus the players need new shares of multiplication triples for every secure matrix product they are planning to compute.

In real-world MPC computations it is common for the players to generate (and consume) giga-bytes of correlated randomness.

B.1.3 Matrix Inversion

Calculating the clearing vector in both the debt model (§4), and calculating market values in the equity model (Appendix, §A.2) require inverting matrix that is related to the private cross-holdings.

Most secure computation protocols require first expressing the computation as a circuit (e.g. Yao (1982, 1986), Goldreich et al. (1987), Ben-Or et al. (1988), Chaum et al. (1988)), but matrix inversion (unlike matrix multiplication) does not have a simple circuit representation. To see why this might be, consider implementing row-reduction using only the addition and multiplication operations (i.e., without comparisons and branching).

Fortunately, in both cases we can approximate the matrix inversion using an iterated algorithm, which converges exponentially quickly to the inverse. These iterated algorithms are “MPC-friendly” and are outlined in §4 and in the Appendix, §A.2.

In recent work, however, special-purpose, secure matrix inversion routines have been developed and implemented in MPyC (Schoenmakers 2019). For comparison, we implement our algorithms in SCALE-MAMBA and EMP-Toolkit (using iterated approximations to matrix inversion) and MPyC (using their special-purpose matrix inversion protocol). See Section 5 for details on the implementations.

Note that the secure matrix inversion algorithm developed for MPyC only provides security when the participants are “semi-honest” and thus is incompatible with SCALE-MAMBA and EMP-Toolkit which provide security against malicious adversaries.

B.1.4 Generating Correlated Randomness

Algorithms 7, 8, 9 show that if the players have a store of “multiplication triples” they can securely perform matrix operations on secret-shared matrices. This reduces the problem of secure matrix
arithmetic to securely generating correlated randomness.

This creates a natural separation of the protocol into a pre-processing phase where the parties generate correlated randomness, and an online phase where the parties consume the randomness to perform the secure computation. Since the pre-processing phase does not depend on the parties' inputs, the correlated randomness can be generated in advanced and stored for later use. The online phase can then be extremely efficient as it does not require any cryptographic operations.

There are several methods for obtaining this correlated randomness, and most MPC protocols have a pre-processing phase, where the players generate multiplication triples that are later consumed in an “online” or function-dependent phase of the secure computation protocol.

Some MPC systems assume the existence of a “trusted dealer” whose only role is to generate correlated randomness and distribute it to the players. This method is extremely efficient since it does not require any cryptographic operations. Using this model, the trusted dealer never has access to any sensitive information, however, the dealer must be trusted to generate the shares uniformly, and not to collude with the players. (If the dealer gave more than $A_i, B_i, C_i$ to player $i$, this would allow player $i$ to violate the privacy of the protocol.

In the absence of a trusted dealer, the players can use cryptographic tools to generate correlated randomness. The SPDZ protocol (Damgård et al. 2012) and its improvement, termed Overdrive (Keller et al. 2018) use somewhat homomorphic encryption to generate correlated randomness. The MASCOT protocol Keller et al. (2016) uses Oblivious Transfer (OT) Even et al. (1985).

B.1.5 An Alternative Algorithm for Matrix Inversion

In both the debt model (Equation 9) and the equity model (Equation 14), calculating the market value of each institution requires inverting a matrix. Traditional, schoolbook matrix inversion algorithms are not amenable to secure computation, because they have execution paths that are highly data-dependent (e.g. identifying pivot columns).

The matrices that arise when calculating clearing vectors are column sub-stochastic, so their inverses can be calculating by an iterative algorithm (as in Sections 4 and A.2).

An alternative method for secure matrix-inversion was proposed in Mohassel (2011) that essentially reduces the problem of secure matrix-inversion to insecure matrix inversion. We outline this method below.

Recall that in the debt model, the Algorithm 2 finds a solution to Equation 9 ($\vec{p} = A\vec{p} + \vec{b}$). We can rewrite this as

$$\vec{p} = (I - A)^{-1}\vec{b}$$

(16)
The circuit representation for matrix inversion is large, so simply performing the inversion under
MPC will likely be extremely inefficient. The matrix inversion can be done efficiently, however, using
MPC as a building block. As usual, we use the notation $[x]$ to denote arithmetic secret shares of
the value $x \in \mathbb{Z}/p\mathbb{Z}$. These algorithms can then be implemented using any secure multiparty
computation protocol that can provide arithmetic operations (additions and multiplications) on
these shares (e.g. Ben-Or et al. (1988)).

\begin{algorithm}
\caption{Securely inverting a matrix in $GL_d(\mathbb{Z}/p\mathbb{Z})$ Mohassel (2011)}
\begin{itemize}
\item Input $[A]$, with $A \in GL_d(\mathbb{Z}/p\mathbb{Z})$.
\item for $i = 1, \ldots, m$ do
  \begin{itemize}
  \item Player $i$ generates $R_i \in GL_d(\mathbb{Z}/p\mathbb{Z})$.
  \item Player $i$ shares $R_i$ as $[R_i]$.
  \end{itemize}
\item end for
\item Compute $[(\prod_{i=1}^m R_i) A] = \prod_{i=1}^m [R_i] [A]$.
\item Reveal $(\prod_{i=1}^m R_i) A$.
\item Compute $((\prod_{i=1}^m R_i) A)^{-1}$.
\item Compute $[A^{-1}] = ((\prod_{i=1}^m R_i) A)^{-1} \prod_{i=m}^1 [R_i]$.
\item Return $[A^{-1}]$.
\end{itemize}
\end{algorithm}

Using this method, MPC is only used for matrix products. The above method requires computing
$2n$ matrix products under MPC which can still be quite costly. We can reduce this complexity further
if we are not worried about collusion. Instead of having all players generate a blinding matrix $R_i$
it suffices to have only a single player $i^*$ generate $R_{i^*}$ and have a second player, $j^*$, obtain the
matrix $R_{i^*}(I - A)$ in the clear and invert it. As long as $i^*$ and $j^*$ do not collude this gives a secure
method for solving the linear equation with only two matrix-multiplications under MPC. Clearly,
we can adjust the number of blinding matrices from anywhere from 1 to $n$, which trades off collusion
resistance for efficiency.

The problem with this approach is that secret sharing is done in some finite field $\mathbb{Z}/p\mathbb{Z}$, so the
resulting inverse is the matrix inverse in $\mathbb{Z}/p\mathbb{Z}$ whereas most applications want the inverse over
$\mathbb{R}$. To address this problem, Blom et al. (2019) developed an algorithm for securely computing
$\text{Adj}(A) \in \mathbb{Z}^{d \times d}$ and $\det(A) \in \mathbb{Z}$ separately. By separating the numerator and denominator, both
calculations only involve integers and thus can be embedded naturally in $\mathbb{Z}/p\mathbb{Z}$, and hence can be
easily computed using secure computation protocols that operate natively in $\mathbb{Z}/p\mathbb{Z}$.

Algorithm 11 gives a simple procedure for sampling a random (secret-shared) invertible matrix
along with its determinant. $L^1_d$ is the space of lower-triangular $d \times d$ matrices with ones on the
diagonal. $U_d$ is the space of upper triangular $d \times d$ matrices. Matrices from these spaces can be
sampled by sampling each of their coordinates uniformly and independently. For an upper-triangular matrix, the determinant is simply the product of its diagonal entries, and for matrices in $L_d^1$, the determinant is always 1.

Algorithm 12 uses Algorithm 11 as a building block to develop an extremely efficient protocol for secure matrix inversion.

**Algorithm 11** Generating a sharing of a random matrix and its determinant Blom et al. (2019)[Protocol 2]

- **Input** $d \in \mathbb{Z}^+$. 
- Generate $[L]$ with $L \in_R L_d^1(\mathbb{Z}/p\mathbb{Z})$. 
- Generate $[U], [(\det U)^{-1}]$ with $U \in_R U_d(\mathbb{Z}/p\mathbb{Z})$. 
- Compute $[R] = [L][U]$. 
- Set $[(\det R)^{-1}] = [(\det U)^{-1}]$. 
- Return $[R], [(\det R)^{-1}]$.

**Algorithm 12** Securely inverting a matrix Blom et al. (2019)[Protocol 3]

- **Input** $[A]$ with $A \in \mathbb{Z}^{d \times d}$. 
- Use Algorithm 11 to generate $[R], [(\det R)^{-1}]$. 
- Compute $[RA] = [R][A]$. 
- Reveal $[RA]$. 
- Compute $X = (RA)^{-1}$. 
- Compute $[A^{-1}] = X[R]$. 
- Compute $[(\det A)] = (RA)[(\det R)^{-1}]$. 
- Compute $[\text{Adj}(A)] = [(\det A)][A^{-1}]$. 
- Return $[\text{Adj} A], [(\det A)]$.

**B.2 Data-oblivious algorithms**

Consider a simple algorithm for computing $y = x^a$ for a positive integer $a$.

**Algorithm 13** A data-dependent algorithm for computing $x^a$ for $a \in \mathbb{Z}$.

```plaintext
y = 1
for i = 1, ..., a do
    y = y * x
end for
return y
```

Algorithm 13 is not data-oblivious, since the number of multiplications depends on the input $a$. 
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B.2.1 Obliviously Evaluating Conditionals

Obliviously algorithms cannot branch on input data, and thus special care needs to be taken when obliviously evaluating programs with conditionals ("if" statements). In most situations, conditionals are obliviously evaluated using a multiplexer. For example, consider the simple program

\[
\text{if } x = 0 \text{ then}
\]
\[
y = z
\]

\[
\text{else}
\]
\[
y = w
\]

\[
\text{end if}
\]

This program can be rewritten without a conditional as

\[
y = x \cdot w + (1 - x) \cdot z.
\]

Comparisons can be handled similarly. If \( x \) and \( y \) are boolean values, then

\[
x < y \iff \neg x \land y.
\]

Comparisons between integers can be handled bit-by-bit. For example, in EMP-toolkit Wang et al. (2016), the boolean circuit for comparing two 32-bit integers requires 158 boolean gates, and the comparison between two floats requires 449 boolean gates.

Some MPC compilers can automatically expand conditional statements into boolean circuits, whereas others require the programmer to do this by hand.

B.2.2 Gaussian Elimination

As discussed in Appendix B.1.5, matrix inversion is a particularly difficult task for secure computation because traditional matrix inversion algorithms (that rely on Gaussian Elimination) are highly data-dependent.

Algorithm 14 shows a standard pseudocode implementation of a row-reduction algorithm based on Gaussian Elimination. There are two key places where this algorithm exhibits a data-dependency. Line 3 shows that the number of iterations depends on the number of pivots found. This is not a serious obstacle, however, as we can always run the loop for \( n \) iterations. The major problem comes in Line 5 where the conditional statement depends on reading data from a location, \( i_{\text{max}} \),
that is data-dependent. Then, actually branching on the conditional leaks information because the sequence of operations are different in the two branches of the conditional. As discussed in Appendix B.2.1, the traditional solution for this kind of data-dependent branching is to evaluate both branches of the conditional and multiplex the results. Unfortunately, because of the structure of the for loop, these conditionals are nested, and thus evaluated all branches will require an exponential number of branches. Thus alternative techniques are needed.

Algorithm 14 Gaussian Elimination

1: \( h = 1 \) \hspace{1cm} \triangleright \text{Initialize pivot row}
2: \( k = 1 \) \hspace{1cm} \triangleright \text{Initialize pivot column}
3: \textbf{while } h \leq m \text{ and } k \leq n \text{ do}
4: \hspace{1cm} i_{\text{max}} = \arg\max_{i=h,...,m} (|A[i,k]|) \hspace{1cm} \triangleright \text{Find the k-th pivot:}
5: \hspace{1cm} \textbf{if } A[i_{\text{max}},k] = 0 \text{ then} \hspace{1cm} \triangleright \text{No pivot in this column, pass to next column}
6: \hspace{1.5cm} k = k + 1
7: \hspace{1cm} \textbf{else}
8: \hspace{2cm} \text{SwapRow}(h,i_{\text{max}})
9: \hspace{1cm} \textbf{for } i = h + 1,...,m \text{ do} \hspace{1cm} \triangleright \text{For all rows below pivot}
10: \hspace{2cm} f = A[i,k]/A[h,k]
11: \hspace{2cm} A[i,k] = 0 \hspace{1cm} \triangleright \text{Lower part of pivot column is 0} /* Do for all remaining elements in current row: */
12: \hspace{2cm} \textbf{for } j = k + 1,...,n \text{ do}
14: \hspace{2cm} \textbf{end for}
15: \hspace{1cm} \textbf{end for}
16: \hspace{1cm} h = h + 1 \hspace{1cm} \triangleright \text{Increase pivot row}
17: \hspace{1cm} k = k + 1 \hspace{1cm} \triangleright \text{Increase pivot column}
18: \hspace{1cm} \textbf{end if}
19: \hspace{1cm} \textbf{end while}
20: \hspace{1cm} \text{return } A

B.3 The Perron-Frobenius Theorem

Definition 3 (Spectral radius). If \( A \in \mathbb{C}^{n \times n} \) is an \( n \times n \) matrix with eigenvalues \( \lambda_1,\ldots,\lambda_n \), then the spectral radius of \( A \) is defined to be

\[
\rho(A) \overset{\text{def}}{=} \max_i (|\lambda_1|,\ldots,|\lambda_n|)
\]

Definition 4 (Strong connectivity). We say that a weighted, directed graph is \( \epsilon \)-strongly connected if for any two vertices, \( u,v \), there is a directed path from \( u \) to \( v \) such that the minimum edge weight along the path is at least \( \epsilon \).

In other words, \( G = (V,E) \) is \( \epsilon \)-strongly connected if for all \( u,v \in V \), there exists a set
\{u_0, \ldots, u_t\} \subset V \text{ such that}

- \ u = u_0
- \ u_t = v
- \ (u_i, u_{i+1}) \in E \text{ for } i = 0, \ldots, t - 1
- \ \min_{i=0,\ldots,t-1} \text{wt}((u_i, u_{i+1})) \geq \epsilon

**Lemma 5.** If \( G = (V, E) \) is an \( \epsilon \)-strongly connected network, then for any partition of the vertices into two sets \( U, W \), there exists an edge from \( U \) to \( W \) of weight at least \( \epsilon \), i.e., there exists \( u \in U \), and \( w \in W \), such that \((u, w) \in E\), and \( \text{wt}((u, w)) \geq \epsilon \).

**Definition 5 (Primitive matrix).** A matrix \( A \) is called primitive if there exists a \( k \in \mathbb{N} \) such that all entries of \( A^k \) are positive.

**Definition 6 (Irreducible matrix).** A matrix is called irreducible if for any \( i, j \in [n] \), there is a \( k \) (depending on \( i \) and \( j \)) such that \((i, j)\)th coordinate of \( A^k \) is positive.

**Lemma 6.** If \( A \) is the adjacency matrix of a weighted, directed graph \( G \), and \( G \) is strongly connected, then \( A \) is irreducible, and \( I + A \) is positive.

The Perron-Frobenius Theorem (Theorem 1) gives a useful characterization of the spectrum of irreducible matrices.

**Theorem 1 (Sternberg (2010)[Theorem 9.1.1]).** Let \( A \) be an irreducible matrix

1. \( A \) has a positive (real) eigenvalue \( \lambda_{\max} \) such that all other eigenvalues of \( A \) satisfy

\[ |\lambda| \leq \lambda_{\max}. \]

2. \( \lambda_{\max} \) has algebraic and geometric multiplicity one, and has an eigenvector \( \vec{x} \) such that \( \vec{x} > 0 \), i.e., all coordinates of \( \vec{x} \) are positive

3. Any non-negative eigenvector of \( A \) is a multiple of \( \vec{x} \).

4. If \( \vec{y} \geq 0 \), and \( \vec{y} \neq 0 \), and \( \mu \) is a number such that \( A\vec{y} \leq \mu \vec{y} \), then \( \vec{y} > 0 \), and \( \mu \geq \lambda_{\max} \), with \( \mu = \lambda_{\max} \) if and only if \( \vec{y} \) is a multiple of \( \vec{x} \).

5. If \( 0 \leq B \leq A \), and \( B \neq A \), then every eigenvalue, \( \sigma \) of \( B \) satisfies \( |\sigma| < \lambda_{\max} \).
6. All the diagonal minors $A_{(i)}$ obtained by deleting the $i$th row and column of $A$ have eigenvalues with absolute value strictly less than $\lambda_{\text{max}}$.

7. If $A$ is primitive, then all other eigenvalues of $A$ satisfy $|\lambda| < \lambda_{\text{max}}$.

Corollary 1. If $A$ is a non-negative irreducible matrix with Perron-Frobenius eigenvalue $\lambda_{\text{max}} < 1$, then

$$\lim_{t \to +\infty} A^t = 0$$

in addition $I - A$ is invertible, and

$$(I - A)^{-1} = \sum_{k=0}^{\infty} A^k.$$ 

### B.4 Security Definitions

The security of cryptographic protocols is often defined using the notion of indistinguishability of random variables (Definition 7). Roughly, two families of random variables (indexed by natural numbers) are statistically (resp. computationally) indistinguishable, if the probability that any algorithm (resp. any polynomial-time algorithm) can successfully distinguish a single sample of one distribution from a single sample of the other decreases super-polynomially in the instance size.

**Definition 7** (Indistinguishability). Two families of random variables $\{X_k\}_{k \in \mathbb{N}}$, $\{Y_k\}_{k \in \mathbb{N}}$ are said to be statistically indistinguishable, denoted $X_k \sim Y_k$, if for all $c > 0$, there is an $K$ such that for all $k > K$,

$$\sum_z |\Pr[X_k = z] - \Pr[Y_k = z]| < k^c.$$  \hspace{1cm} (17)

Similarly, $\{X_k\}$ and $\{Y_k\}$ are said to be computationally indistinguishable if for all probabilistic polynomial-time algorithms, $A$, and all $c > 0$, there is an $N$ such that for all $k > K$,

$$|\Pr[A(X_k) = 1] - \Pr[A(Y_k) = 1]| < k^c.$$ \hspace{1cm} (18)

Definition 1 defines security in terms of indistinguishability, i.e., that a protocol is secure if the distribution of views engendered by running the protocol on different inputs are indistinguishable. An alternative definition of security – that of simulation-based security – is also common in the cryptographic literature. Roughly, a protocol achieves simulation-based security if the views of the participants can be efficiently simulated (i.e., generated) from the output alone. Lemma 7 shows that if a protocol achieves this notion of simulation-based security, then it also achieves the notion
of indistinguishability-based security (Definition 1).

**Lemma 7** (Simulation-based security). An $n$-party computation protocol for computing the function $f \overset{\text{def}}{=} (f_1, \ldots, f_n)$ is secure in the sense of Definition 1 if there exist a randomized algorithm $S$ (called the “simulator”) such that for any $T \subset [n]$ with $|T| = t$, $S(\{f_i(\vec{x})\}_{i \in T})$ outputs $\{\text{view}_i^S\}_{i \in T}$ such that the distributions

$$\{\{\text{view}_i(\vec{x})\}_{i \in T} \mid \{y_i\}_{i \in T}\} \sim \{\{\text{view}_i^S\}_{i \in T}\}.$$  \hspace{1cm} (19)

**C Proofs**

Before proving Proposition 1, we begin by reviewing a basic property of acyclic networks.

**Lemma 8.** If $A$ is the adjacency matrix of a weighted, directed acyclic graph on $n$ vertices, then $A$ is nilpotent, and $A^n = 0$.

**Proof.** Since the graph is acyclic, there is an ordering of the vertices such that every edge connects a lower vertex to a higher one. In other words, there is an ordering of the vertices $v_1, \ldots, v_n$, such that if $e = (v_i, v_j)$ is an edge, then $i < j$. Under this ordering, the adjacency matrix is upper triangular with 0s on the diagonal. Thus there exists a permutation matrix $Q$ such that

$$QAQ^T = U$$

where $U$ is an upper-triangular matrix with 0s on the diagonal. Then $U$ is nilpotent, and $U^n = 0$. Thus

$$A^n = Q^T U^n Q = 0.$$

\[ \square \]

**Proof of Proposition 1.** (i) First note that a solution, $\vec{x}^*$ to Equation $\vec{x} = A\vec{x} + \vec{b}$ satisfies

$$(I - A)\vec{x}^* = \vec{b}.$$  

Corollary 1 shows that $\lim_{t \to \infty} A^t = 0$, thus $(I - A)^{-1}$ exists and

$$(I - A)^{-1} = \sum_{t=0}^{\infty} A^t.$$  

Now, let $\vec{x}$ denote a solution to $\vec{x} = A\vec{x} + \vec{b}$, and let $\vec{e}^k$ denote the error at the $k$th step of
Algorithm 2, i.e.,
\[ \vec{e}^k \overset{\text{def}}{=} \vec{x} - \vec{p}^k. \] (20)

Then
\[ \vec{e}^k = \vec{x} - \vec{p}^k = A \vec{x} + \vec{b} - (A \vec{p}^{k-1} + \vec{b}) = A (\vec{x} - \vec{p}^{k-1}) = A \vec{e}^{k-1}. \]

Thus
\[ \vec{e}^k = A^k \vec{e}^0 = A^k (\vec{x} - \vec{p}^0). \] (21)

Thus by Corollary 1
\[ \lim_{k \to \infty} \vec{e}^k = \lim_{k \to \infty} A^k \vec{e}^0 = \vec{0}. \] (22)

Since \( A \geq 0 \), if \( \vec{p}^0 \geq \vec{x} \), then \( \vec{p}^k \geq \vec{x} \) for all \( k > 0 \).

(ii) Since the network is acyclic, Lemma 8 gives that \( \Pi^n = 0 \). Thus if \( A \overset{\text{def}}{=} \Lambda \Pi^T \Lambda \) satisfies \( A^n = 0 \). Then since \( \vec{p}_{i+1} = A \vec{p}_i + \vec{b} \),
\[ \vec{p}_n = A^n + \sum_{i=0}^{n-1} A^i \vec{b} = \sum_{i=0}^{n-1} A^i \vec{b}, \]
and
\[ \vec{p}_{n+1} = A^{n+1} + \sum_{i=0}^{n} A^i \vec{b} \]
\[ = \sum_{i=0}^{n-1} A^i \vec{b} \]
\[ = \vec{p}_n \]
Thus \( \vec{p}_n \) is a fixed point of Equation 9.

Proposition 1 shows that when the network is acyclic, Algorithm 2 introduces no error, and thus the approximate market values calculated by Algorithm 4 are error-free. Most real-world networks, however, have cycles, but there are still situations when Algorithm 4 returns exact results.
Proposition 2 shows that if there are no failures in equilibrium, then Algorithm 4 returns the exact results (without error).

**Proof of Proposition 2.** (i) First, note that Algorithms 2 and 3 are data-oblivious, since the number of iterations in Algorithm 4 is fixed to be $n$, the overall algorithm is also data oblivious.

Note that at each iteration of Algorithm 4, if the defaulter list does not grow, then the defaulter list (and clearing vector) will remain constant throughout all subsequent iterations. Since the maximum number of defaulters is bounded by the network size, $n$, after $n$ iterations the defaulter list will have stabilized, so (assuming Algorithms 2 and 3 were perfect), Algorithm 4 would compute the market valuations exactly.

To see that Algorithm 2 computes an approximate solution to Equation 9, first, notice that since the rows of $\Pi$ sum to 1, we have the spectral radius of $\Pi$ is 1, i.e., $\rho(\Pi) = \rho(\Pi^T) = 1$.

Now, note that since the network is assumed to be strongly connected, the matrix $\Pi^T$ is irreducible (See Lemma 6 in Appendix B.3), $\Lambda \Pi^T \Lambda \leq \Pi^T$, and thus we can apply the Perron-Frobenius Theorem (See Theorem 1 in Appendix B.3) to conclude that $\rho(\Lambda \Pi^T \Lambda) < 1$ whenever $\Lambda \neq I$ (i.e., whenever the defaulting set is not the complete set of institutions).

Thus by Proposition 1, Algorithm 2 (FindFix) converges exponentially quickly in $\rho(\Lambda \Pi^T \Lambda) < 1$. When $i = 1$, $\vec{p} = \vec{p}$, since $\vec{p}$ is an upper bound for the true market-clearing vector (for any defaulting set), Proposition 1 shows that $\vec{p}$ is greater than or equal to the true market-clearing vector throughout the entire course of Algorithm 4.

Next, we analyze the number of arithmetic operations needed to compute Algorithm 4. As explained in Appendix B.1, secure linear operations can be computed without communication between the participants, thus we focus on the number of multiplications and ignore the number of additions (which do not contribute to the communication costs of the protocol). Step 5 requires $2n$ scalar multiplications since $\Lambda$ is a diagonal matrix. Step 6 requires $n^2 + 3n$ scalar multiplications. Step 7 requires $kn^2$ scalar multiplications. Step 8 requires $n^2$ multiplications and $n$ comparisons. Step 12 requires $n$ multiplications. Since each of these steps is repeated $n$ times, the algorithm requires

$$(k + 2)n^3 + 6n^2$$

multiplications

and

$$n^2$$

comparisons.

(ii) Since there are no defaulters, the true market clearing vector is $\vec{p}$. In the first iteration of FindFix, $\Lambda = 0$, $A = 0$, thus Equation 9 becomes $\vec{p} = O\vec{p} + \vec{p}$, and $\vec{p}$ is clearly a solution. Since
no new banks fail with \( \vec{p} = \bar{p} \), the clearing vector \( \vec{p} \) remains fixed at \( \bar{p} \) through every iteration, and both the true and approximate (oblivious) algorithm return \( \bar{p} \).

**Proof of Lemma 1.** Assume \( \vec{v} \neq 0 \) then since \( C_{ij} \geq 0 \), and \( v_i \geq 0 \), \( \|C\vec{v}\|_1 < (1 - s_{\text{min}})\|\vec{v}\|_1 \) Thus

\[
\| (I - C)\vec{v} \| \geq \| \vec{v} \| - \| C\vec{v} \| > 0
\]

so \( I - C \) has a trivial kernel, and hence is invertible.

From here, the result follows just as in the scalar case: Let \( S = \sum_{k=0}^{N} C^k \), then \( S(I - C) = I - C^{N+1} \).

Thus

\[
\sum_{k=0}^{N} C^k = (I - C)^{-1}(I - C^{N+1})
\]

which means

\[
(I - C)^{-1} - \sum_{k=0}^{N} C^k = (I - C)^{-1}C^{N+1}
\]

so

\[
\| \left( (I - C)^{-1} - \sum_{k=0}^{N} C^k \right) \vec{v} \| = \| (I - C)^{-1}C^{N+1}\vec{v}\|_1 < \| (I - C)^{-1}\vec{v}\|_1 (1 - s_{\text{min}})^{N+1}
\]

which gives the result.

**Proof of Proposition 3.** By Lemma 1, Line 5 returns an approximation \( A \) such that \( \| A - (I - C)^{-1} \|_1 < (1 - s_{\text{min}})^{k+1} \). Thus

\[
\| SA\vec{D} - S(I - C)^{-1}\vec{D} \|_1 = \| S(A - (I - C)^{-1})\vec{D} \|_1 \\
\leq \| (A - (I - C)^{-1})\vec{D} \|_1 \\
\leq (1 - s_{\text{min}})^{k+1} \| \vec{D} \|_1
\]

The total computational cost of the algorithm can be computed as follows. Line 6 requires \( n^3 \) multiplications and \( n^3 \) additions. Line 9 requires \( n^2 + n \) multiplications and \( n^2 \) additions. Thus the complete algorithm requires \( kn^3 + n^2 + n \) multiplications and \( kn^3 + n^2 \) additions.

**Proof of Lemma 2.** **Security:** In the protocol defined by Algorithm 7, there is no communication between the participants, so \( \text{view}_i(X_i, Y_i) = \emptyset \), which is trivially independent of the private inputs.
**Correctness:** At the end of the protocol, player \( i \) holds \( Z_i \overset{\text{def}}{=} X_i + Y_i \)

\[
\sum_j Z_j = \sum_j (X_j + Y_j) \\
= \left( \sum_j X_j \right) + \left( \sum_j Y_j \right) \\
= X + Y.
\]

\( \square \)

**Proof of Lemma 3. Security:** In the protocol defined by Algorithm 8, there is no communication between the participants, so \( \text{view}_i(X_i) = \emptyset \), which is trivially independent of the private inputs. **Correctness:** At the end of the protocol, player \( i \) holds \( Z_i \overset{\text{def}}{=} AX_i \)

\[
\sum_j Z_j = \sum_j (AX_j) \\
= A \left( \sum_j X_j \right) \\
= AX.
\]

\( \square \)

**Proof of Lemma 4. Security:** In the protocol defined by Algorithm 9 \( \text{view}_i(X_i, Y_i) = \{ \bar{A}, \bar{B} \} \).

Now,

\[
\bar{A} = A + \sum_j X_j \\
\bar{B} = B + \sum_j Y_j,
\]

since \( A \) and \( B \) are uniformly distributed in \( \mathbb{F}^{k \times k} \), \( \bar{A} \) and \( \bar{B} \) are uniformly distributed in \( \mathbb{F}^{k \times k} \) and
are thus independent of $X$ and $Y$. **Correctness:** At the end of the protocol, player $i$ holds $Z_i$, and

$$\sum_j Z_j = Z_1 + \sum_{j=2}^n Z_j$$

$$= \bar{A}\bar{B} - \bar{A}Y_1 - X_1\bar{B} - C_1 + \sum_{j=2}^n (-AY_j - X_jB - C_j)$$

$$= \bar{A}\bar{B} - A \left( \sum_{j=1}^n Y_j \right) - B \left( \sum_{j=1}^n X_j \right) - \sum_{j=1}^n C_j$$

$$= (A + X)(B + Y) - \bar{A} \left( \sum_{j=1}^n Y_j \right) - \bar{B} \left( \sum_{j=1}^n X_j \right) - \sum_{j=1}^n C_j$$

$$= (A + X)(B + Y) - \bar{A}Y - XB + AB$$

$$= (A + X)(B + Y) - (A + X)Y - X(B + Y) - AB$$

$$= XY.$$

**Proof of Lemma 5.** Pick arbitrary vertices $u \in U$ and $w \in W$. By the strong connectivity of $G$, there exists a path $(u_0, \ldots, u_t)$ connecting $u$ to $w$ all of whose edges are of weight at least $\epsilon$. Since $u \in U$ and $w \in W$, there must exist an index, $i$ such that $u_i \in U$ and $u_{i+1} \in W$. Thus $(u_i, u_{i+1})$ is an edge connecting $U$ to $W$, such that $\text{wt}((u_i, u_{i+1}) \geq \epsilon$. □

**Proof of Lemma 6.** For an adjacency matrix $A$, the $(i,j)$th entry of the matrix $A^k$ gives the number of paths from $i$ to $j$, thus $A$ is irreducible if and only if there is some path from $i$ to $j$ for every $i, j \in [n]$.

If $A$ is irreducible, then the binomial expansion

$$(I + A)^k = I + kA + \frac{k(k-1)}{2}A^2 + \cdots$$ (23)

Will have all positive entries if $k$ is large enough. □

**Proof of Lemma 7.** Suppose $\vec{x}$ and $\vec{x}'$ are two input vectors such that $f_i(\vec{x}) = f_i(\vec{x}')$ for $i \in T$. 
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Then
\[
\{(\text{view}_i(\vec{x}))_{i \in T} \mid \{y_i\}_{i \in T}\} \sim S(\{f_i(\vec{x})\}_{i \in T}) \sim S(\{f_i(\vec{x}')\}_{i \in T}) \sim \{\text{view}_i(\vec{x}')\}_{i \in T} \mid \{y_i\}_{i \in T}\}. 
\]

(24)

**Proof of Corollary 1.** Let \(\vec{v}\) denote the eigenvector corresponding to eigenvalue \(\lambda_{\max}\). Then to prove the first claim, note that
\[
\lim_{t \to \infty} A^t \vec{v} = \lim_{t \to \infty} \lambda_{\max}^t \vec{v} = \vec{0}.
\]

By the Perron-Frobenius Theorem (Theorem 1), \(\vec{v}\) is positive, since \(A\) is non-negative, \(A^t\) is non-negative for all \(t\), thus it must be that \(\lim_{t \to \infty} A^t = 0\).

For the second part, note that
\[
(I - A) \sum_{k=0}^{t} A^k = I - A^{t+1}.
\]

Taking limits as \(t \to \infty\) gives
\[
(I - A) \sum_{k=0}^{\infty} A^k = I,
\]

thus
\[
(I - A)^{-1} = \sum_{k=0}^{\infty} A^k.
\]

\(\square\)