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A B S T R A C T   

Valence framing effects occur when participants make different choices or judgments depending on whether the 
options are described in terms of their positive outcomes (e.g. lives saved) or their negative outcomes (e.g. lives 
lost). When such framing effects occur in the domain of moral judgments, they have been taken to cast doubt on 
the reliability of moral judgments and raise questions about the extent to which these moral judgments are self- 
evident or justified in themselves. One important factor in this debate is the magnitude and variability of the 
extent to which differences in framing presentation impact moral judgments. Although moral framing effects 
have been studied by psychologists, the overall strength of these effects pooled across published studies is not yet 
known. Here we conducted a meta-analysis of 109 published articles (contributing a total of 146 unique ex-
periments with 49,564 participants) involving valence framing effects on moral judgments and found a moderate 
effect (d = 0.50) among between-subjects designs as well as several moderator variables. While we find evidence 
for publication bias, statistically accounting for publication bias attenuates, but does not eliminate, this effect (d 
= 0.22). This suggests that the magnitude of valence framing effects on moral decisions is small, yet significant 
when accounting for publication bias.   

1. Introduction 

For centuries, philosophers have argued about whether and how 
moral judgments can be justified (Sinnott-Armstrong, 2007). One 
recently popular anti-skeptical position in these debates is moral intui-
tionism, which claims that certain moral judgments are self-evident or 
justified in themselves or immediately, merely on the basis on under-
standing them without any need for support from inference or argument 
from other beliefs (Audi, 2013; Hernandez, 2011; Sinnott-Armstrong, 
2001; Stratton-Lake, 2020). The moral judgments that are supposed to 
be justified without need for inferential support2 are often identified as 

those that result from a process that is reliable in the sense that it is likely 
to produce a high proportion of moral judgments that are true (Shafer- 
Landau, 2005) or at least correct in some broad sense (Blackburn, 1996), 
even if the person who makes the judgment does not have any reason to 
believe that the process is reliable. Moral intuitionism then depends on 
the claim that the processes that lead to moral judgments are reliable in 
this sense. 

Recently, several philosophers (including Sinnott-Armstrong, 2008a, 
2008b) have argued that framing effects on moral judgments provide 
evidence against their reliability and, hence, against the claim that any 
moral judgments are self-evident or justified in themselves. If a process 
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1 Rose Graves is co-first author.  
2 Moral judgments that are not based on inference are sometimes called moral intuitions, but moral intuitionists often insist that moral intuitions are seemings, which 

are not beliefs (Stratton-Lake, 2020). The psychological studies in our meta-analysis do not distinguish seemings from judgments or beliefs, so they cannot verify that 
participants’ responses reflect seemings. That is why we write instead about moral judgments rather than moral intuitions. 
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yields one judgment in some frames but another judgment in other 
equivalent frames, and if these judgments cannot both be true or correct, 
then the process must have produced an incorrect judgment in at least 
one of the frames, even if we do not know which one. Thus, a process 
that yields enough contrary results in different frames that are morally 
equivalent cannot be reliable in the specified sense. Critics sometimes 
debate whether semantically-equivalent frames convey equivalent in-
formation (e.g., Aczel, Szollosi, & Bago, 2018; Frisch, 1993; Mandel, 
2014; McKenzie & Nelson, 2003; Sher & McKenzie, 2006), but effects of 
frames that are truly equivalent still do show unreliability. The next step 
in the argument claims that too much unreliability creates a need for 
some support by inference or argument. Of course, how much unreli-
ability is too much is a normative issue that can depend on what is at 
stake. The same degree of unreliability might be acceptable when errors 
would do little harm, but unacceptable when mistakes could break apart 
families, friends, and societies, as moral judgments sometimes do. When 
moral judgments are not reliable enough in this normative sense, we 
should not trust them without independent confirmation, and then they 
are not justified in themselves, according to these opponents of moral 
intuitionism. 

This study looks at the empirical evidence concerning valence 
framing effects on moral judgments in order to test the claims that their 
formation processes are reliable, as assumed by moral intuitionists and 
denied by their critics. Psychological research cannot show positively 
that a moral belief is justified or that the processes that yield moral in-
tuitions are reliable, because those claims are normative or moral 
instead of scientific. Nonetheless, psychological research can show that 
such a process is unreliable to the extent that moral judgments are 
affected by factors that both sides of the debate agree are morally 
irrelevant. 

Moral framing effects provide examples of such morally irrelevant 
factors. Framing effects on moral judgments occur when an individual’s 
moral judgment is affected (a) by the circumstances of that individual 
(rather than those of the agent whose act is judged) or (b) by the way in 
which the options are presented (rather than any feature of the actions 
that are chosen or judged to be morally right or wrong, which could 
affect whether those actions are right or wrong). The circumstantial kind 
of moral framing effect (a) occurs, for example, when bad smells or 
cleaning products in their environment affect people’s moral judgments. 
In a recent meta-analysis, Landy and Goodwin (2015) found that this 
kind of effect is not as strong as many moral psychologists claim. In 
contrast, one presentational kind of moral framing effect (b) occurs when 
people make different moral judgments about the same scenarios just 
because the scenarios are presented in a different order. This kind of 
framing effect has been found in several studies, starting with Petrino-
vich and O’Neill (1996). 

Our meta-analysis will instead focus on a different kind of presen-
tational framing effect: valence framing effects. Valence framing effects 
occur when participants make different choices or judgments depending 
on whether the options are described in terms of their positive outcomes 
(e.g. lives saved) or their negative outcomes (e.g. lives lost). A promi-
nent example that spawned much research on this kind of framing effect 
is Tversky and Kahneman’s famous Disease Problem (TKDP), in which 
individuals are asked to express a preference between two programs that 
are described differently in different conditions (see box below; Tversky 
& Kahneman, 1981). 

Program A in Condition 1 has exactly the same outcome as Program 
C in Condition 2, since saving 200 out of 600 means that 400 die. 
Similarly, Program B in Condition 1 has exactly the same outcome as 
Program D in Condition 2, since a 1/3 probability of saving all 600 
equals a 1/3 probability that none die, and a 2/3 probability that none of 
the 600 are saved equals a 2/3 probability that all 600 die. The de-
scriptions do not change the outcomes. Consequently, if there are no 
morally relevant differences between the programs, anyone who favors 
Program A should also favor Program C and anyone who favors Program 
B should also favor Program D. Surprisingly, Tversky and Kahneman 
found that 72% favored Program A but only 22% favored Program C. 
This finding suggests that many subjects were influenced by the framing 
or description of the programs in negative or positive terms, so it is a 
valence framing effect. 

These results have been replicated often with the TKDP, but it is still 
not clear whether similar valence framing effects on moral judgments 
occur consistently with other moral scenarios. Our meta-analysis tries to 
answer that question by comparing studies of a wide variety of moral 
scenarios. A moral scenario pair is suitable to show a valence framing 
effect only if the options are described or framed positively in one sce-
nario but negatively in the other scenario and yet the options in the 
different scenarios remain equivalent in all morally relevant respects. 
The results then show a valence framing effect if participants show a bias 
in favor of an option under one frame (positive or negative) but not 
under the other frame. 

Many studies have individually investigated the impacts of framing 
effects on human decision-making; moreover, other meta-analyses have 
been published seeking to estimate the overall effect size of framing 
effects across studies. Our present meta-analysis contributes to this field 
of research in several ways. A previous meta-analysis mainly of valence 
framing effects on moral judgments (Demaree-Cotton, 2016) concludes 
that moral intuitions are fairly reliable. However, that meta-analysis 
failed to include many published studies and also suffered from tech-
nical flaws (McDonald, Yin, Weese, & Sinnott-Armstrong, 2019), such as 
concluding that approximately 80% of people’s moral intuitions subject 
to framing effects don’t change by taking the difference between the 

Shared Introduction: 

Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 people. Two alternative programs to 
combat the disease have been proposed. Assume that the exact scientific estimate of the consequences of the programs are as follows: 

Condition 1: 

If Program A is adopted, 200 people will be saved. 
If Program B is adopted, there is 1/3 probability that 600 people will be saved and 2/3 probability that no people will be saved. 
Which of the two programs would you favor? 

Condition 2: 

If Program C is adopted, 400 people will die. 
If Program D is adopted, there is 1/3 probability that nobody will die and 2/3 probability that 600 people will die. 
Which of the two programs would you favor?  
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proportion of moral judgments in distinct frames. By taking the differ-
ence between frame groups to show the proportion of people whose 
moral intuitions are changed by the frame, this interpretation obscures 
differences among subjects and among types of moral intuitions in 
susceptibility to framing effects. Further, a difference between framing 
groups (i.e. 80% difference) is not statistically equivalent to a 80% 
chance that a randomly selected person’s moral judgment is determined 
by the frame. This inference misconstrues how effect sizes found in 
between-subjects designs are generalized to new populations. Our meta- 
analysis involves both between- and within-subjects designs for this 
purpose. The present meta-analysis is more complete and rigorous, and 
it provides evidence that our moral intuitions are less reliable than 
Demaree-Cotton suggests. Other meta-analyses examining framing ef-
fects are focused primarily on risky decisions involving neuroeconomic 
decisions such as mixed gambles, which are not exclusively moral de-
cisions (Steiger & Kühberger, 2018; Kühberger, 1998). Finally, a related 
meta-analysis of moral judgments focuses on the effect of disgust on 
moral judgments (Landy & Goodwin, 2015). The present meta-analysis 
is distinct in its exclusive focus on how framing decisions in terms of 
positive and negative valence impacts moral decisions in particular. 

2. Methods 

2.1. Overview of the meta-analysis 

We conducted a meta-analysis in order to estimate the magnitude of 
the difference between moral judgments made in positive (e.g. saving 
lives) frames compared to negative (e.g. not saving lives/lives lost) 
frames through a survey of all relevant, published literature. This esti-
mation is intended not only to determine the extent to which presen-
tation affects moral judgments, but also to inform the broader 
theoretical debate in moral psychology regarding how reliable moral 
judgments are. Moral intuitions that are subject to framing effects are 
unreliable because then certain factors change which moral judgments 
people accept but do not change which moral judgments are correct 
(Sinnott-Armstrong, 2008a, 2008b). Robust framing effects in moral 
judgments, thus, would undermine the central claims by moral in-
tuitionists that our moral intuitions are reliable and, hence, justified in 
themselves (Audi, 2013; Demaree-Cotton, 2016; Shafer-Landau, 2005; 
Stratton-Lake, 2020). 

This meta-analysis is divided into three sections. First, we estimate 
the pooled effect size of valence framing on moral dilemmas from the 
published literature. We then conduct a series of subgroup analyses to 
examine whether certain variables moderate the valence framing effect 
on moral decisions. Finally, we assess the published literature for the 
presence of publication bias and re-estimate the pooled framing effect 
size after accounting for publication bias. 

2.2. Literature search 

We began our search for relevant studies by searching within the 
following online publication databases: PubMed, PsycINFO, and Web of 
Science. In each of these databases, we conducted an intentionally broad 
full-text search using terms such as “framing” or “valence” or “moral 
judgment” (see Supplemental Materials for the full list of search queries 
used for each database). Of the resulting unique articles (k = 3613), we 
narrowed down the search results according to a set of inclusion criteria. 
For the inclusion and exclusion criteria, please see Table 1. Briefly, an 
experimental study was included in our database if the paradigm 
involved altering the framing of an inherently moral scenario or 
dilemma in a valenced way (i.e. scenarios had both a positive frame, 
using phrasing such as “lives saved”, and a negative frame, using 
phrasing such as “lives lost”). An article would be excluded, for example, 
if it was not original, empirical research (e.g. a discussion article), if the 
dependent variable was not assessing moral judgments made by sub-
jects, or if it did not meet the inclusion criteria (see Table 1) for what was 

considered a moral judgment. Importantly, in order to determine that 
the frames were logically equivalent, we required that a scenario framed 
in the positive frame have the same expected value as that scenario 
framed in the negative frame. 

The process of narrowing down the initial article set according to the 
inclusion and exclusion criteria occurred in two stages. The first stage 
was an abstract-review stage, in which we examined the abstract of each 
article; the article was either rejected when it was clear that it would not 
be relevant, or it proceeded to the full-review stage. At the full-review 
stage, we examined the methods sections to determine whether any 
studies within the article met our inclusion criteria. In both the abstract- 
review and full-review stages, two of our authors needed to agree on 
whether a study should be included or excluded; in cases of disagree-
ment, the team discussed the study and came to a group consensus. In 
cases where it was not possible to extract the required effect size sta-
tistics, we contacted the corresponding author of the paper requesting 
the original data. This complete literature search produced a final set of 
109 articles containing a total of 146 experiments/studies with a total N 
of 49,564 participants, with a mean sample size of approximately 178 
participants per effect size. Of note, some studies yielded several effect 

Table 1 
List of inclusion and exclusion criteria.  

Inclusion Criteria Exclusion Criteria 

Must alter the framing of a moral scenario/ 
dilemma in a valenced (positive/ 
negative) way. 

Is not truly a framing effect (i.e. if an 
experimental manipulation changes 
the facts of a moral judgment, such as 
5 or 15 workers in the trolley game) 

The scenario vignette is a “moral 
judgment”. Must meet the following 
definition of a “moral judgment”—must 
consist of one or more of these topics:  

• Harm to Others:  
○ Death: Do not kill.  
○ Disability: Do not blind, paralyze, or 

maim.  
○ Loss of property: Do not steal.  
○ Physical pain: Do not torture.  
○ Psychological pain: Do not insult or 

make people feel bad.  
• Justice/Fairness:  

○ Retributive: Do not punish more or 
less than is deserved.  

○ Distributive: Do not treat people 
unequally.  

○ Procedural: Give everyone a fair 
hearing and a fair chance.  

○ Markets: Do not price gouge (or 
charge unfair prices)  

• Dishonesty:  
○ Do not lie (or deceive).  
○ Do not break promises.  
○ Do not cheat (e.g., in games or in 

marriage).  
• Social position:  

○ Hierarchy: Do not disrespect or 
disobey your parents or elders.  

○ Role: Do your job and duty (e.g., as 
employee, citizen, or club member).  

○ Loyalty (to an in-group): Be patriotic. 
Don’t rat on friends.  

• Purity:  
○ Sexual: Do not commit incest or 

necrophilia.  
• Gustatory: No cannibalism! 

Focuses on behavior instead of moral 
judgments (i.e. a manipulation to the 
Trust or Ultimatum games that affects 
morality of behavior, not on explicit 
judgments). In other words, asks 
subjects to engage in an action (i.e. 
accept or reject an offer) rather than 
make a moral judgment.  
• We specifically do not include 

studies that use a Trust/Ultimatum 
Game paradigm, since cognitive 
factors other than moral judgments 
might be at play for some/all of 
subjects, making this paradigm 
outside the scope of our meta- 
analysis. 

Does not contribute original, empirical 
data (i.e. any discussion pieces) 

Ask subjects to make a choice or 
express their preferences instead of 
making a moral judgment (i.e. making 
a choice isn’t enough, it has to be a 
moral judgment) 

Asks people to make a judgment about 
themselves (i.e. whether or not they 
should have a surgery given certain 
survival or fatality probabilities).  
• If subjects are asked to make a 

medical decision that impacts only 
them (i.e. the patient makes a 
decision about his/her own care), 
this is excluded.  

• However, if a subject is asked to 
make a medical decision on behalf 
of someone else, then this counts as 
a moral judgment. 

Mood framing studies (e.g. testing 
effects of negative versus positive 
mood on moral judgments) were not 
included, because they impact the 
state of mind in the judger but not 
presentation of the case.  
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sizes in cases where framing effects on multiple different types of moral 
judgments or framing effects on multiple subgroups of participants (i.e. 
women and men) were reported. 

2.3. Obtaining effect sizes 

This meta-analysis sought to estimate the effect size of valence 
framing effects in published experimental studies. We converted all re-
sults from the published relevant literature in the meta-analysis to 
standardized mean difference scores, or Cohen’s d (Cook et al., 1992; 
Lipsey & Wilson, 2001). In most studies, d was calculated from reported 
proportions, means and standard deviations or standard errors, or t or F 
tests. When the necessary statistical information was not reported in an 
article or manuscript, we contacted the corresponding author and 
requested the statistical information or the raw data necessary to 
calculate d. 

By and large, most experimental designs of psychology studies 
investigating framing effects employ between-subjects designs, in which 
experimenters assign one group of subjects to be exposed to a vignette’s 
positive frame and another group of subjects to be exposed to a vi-
gnette’s negative frame (Rehren and Sinnott-Armstrong, 2021). The 
effect of the experimental manipulation is assessed in a between-subjects 
design by comparing the responses of group A and group B. Alterna-
tively, a within-subject experimental design involves each participant 
serving as his/her own control group, in which each subject is exposed 
to both frames over the course of the experiment. Only 19 articles in our 
dataset contributed effect sizes that were from within-subjects experi-
mental designs, compared with 86 studies with a between-subjects 
design (in addition to 4 studies whose experimental design we were 
not able to obtain). Since effect sizes from different experimental designs 
cannot be directly compared or aggregated, we chose to analyze effect 
sizes separately based on experimental design type. The subgroup sta-
tistical analyses examining the role various moderators play in effect 
size magnitude are restricted to only the between-subjects design, due to 
the small sample size of effect sizes from within-subjects designs on 
framing effects. 

Since our research question was in relation to the original Tversky 
and Kahneman (1981) study using the TKDP, we scored all effect sizes 
such that positive numbers indicate support for the Tversky & Kahne-
man framing pattern which observed risk-seeking for losses (negative 
context) and risk-aversion for gains (positive context). Moreover, 
negatively-valued effect sizes indicate an anti-Tversky & Kahneman 
framing pattern, such that a study would observe the opposite pattern 
(risk-seeking in gain contexts and risk-aversion in loss contexts). For 
studies that employed a valence framing manipulation of Trolley 
Problem scenarios (e.g. Cao et al., 2017), neither option involved un-
certain outcomes; subsequently, we coded the utilitarian or conse-
quentialist option the same as the “safe” choice (in the T&K scenario) 
and the non-consequentialist option as the “risky” choice (in the T&K 
scenario) when determining the direction of the extracted effect sizes 
(see Cao et al., 2017). This coding was based on Petrinovich and O’Neill 
(1996), finding that more participants agreed to act when the Trolley 
Problem options were presented in the Save frame, rather than the Kill 
frame; thus, our coding reflects the dominant direction of framing effects 
in both sets. 

We conducted meta-analytic computations in R, using packages such 
as meta and metafor (Schwarzer, Carpenter, & Rücker, 2015; Viecht-
bauer, 2010). We conducted the statistical analyses of the extracted 
effect sizes from between-subjects studies in our dataset using a three- 
level mixed-effects meta-analysis model with restricted maximum like-
lihood estimation, in order to accurately account for some articles 
contributing multiple studies to our analysis, and also having some 
studies contributing multiple effect sizes from the same set of subjects 
(Harrer, Cuijpers, Furukawa, & Ebert, 2019; López-López, Page, Lipsey, 
& Higgins, 2018). This statistical model thus captures the hierarchical 
structure of our data. 

3. Results 

3.1. Valence framing effect point estimate 

We calculated a point estimate for the size of the valence framing 
effect in moral decisions as well as the 95% confidence interval. Spe-
cifically, we calculated a weighted mean of the effect sizes in which each 
effect size was weighted by the inverse of the sampling variance of the 
study from which it was derived (Borenstein, Hedges, Higgins, & 
Rothstein, 2011; Harrer et al., 2019). Using a mixed-effects model, we 
found evidence supporting the existence and robustness of framing ef-
fects, with a pooled effect size estimate for between-subjects studies of d 
= 0.50 (p < 0.0001, 95% CI [0.44, 0.57]) and d = 0.67 (p < 0.0001, 95% 
CI [0.45, 0.89]) for within-subjects studies. For a forest plot displaying 
the results from the mixed-effects model for both between- and within- 
subjects studies, please see Supplementary Figs. 1 and 2. Using the 
Cohen’s d conventional interpretation (Cohen, 2013), a value of d for 
small, medium, and large effects, respectively, are 0.2, 0.5, and 0.8. 
Thus, we find a moderate effect of valence framing for vignettes that 
require subjects to make moral judgments. Note that one should not 
directly compare these separate effect sizes and conclude there to be 
more of a framing effect in within-subjects designs compared to 
between-subjects designs. This is because a between-subject design’s 
effect size (dIG, the difference in means between conditions divided by 
the pooled standard deviation of the sample) and a within-subject de-
sign’s effect size (dRM, the mean within-subjects difference score, 
divided by the standard deviation of difference scores) are fundamen-
tally different effect size statistics and therefore must be interpreted 
differently (Morris & DeShon, 2002). 

We also found evidence for significant heterogeneity among the 
extracted effect sizes (between-subjects: Q(237) = 1720.49, p < 0.0001; 
within-subjects: Q(36) = 344.81, p < 0.0001). Since generalizations of I2 

for more complex models like multilevel models are still an ongoing area 
of research (Borenstein et al., 2011), for estimates of variability, we 
report statistics from a single-level random effects model (between- 
subjects: I2 = 80.28%, tau2 = 0.10; within-subjects: I2 = 92.17%, tau2 =

0.22). This led us to assess the degree to which a set of moderating 
variables (see below) influences the overall observed valence framing 
effect. 

3.2. Moderator analyses 

We investigated the extent to which a set of moderating variables 
influences the effect size of framing effects on moral dilemmas. We 
included variables that were suggested in the framing effects literature 
to be potentially important moderators (Rehren & Sinnott-Armstrong, 
2021; Kühberger, 1998). A priori, we selected the following variables 
to test for moderating effects: 1) experimental design type (between- 
subjects vs within-subjects designs), 2) scenario type (involving mor-
tality vs no mortality, see Hayashi & Sasaki, 2013), 3) student vs non- 
student subjects, and 4) proportion of male to female subjects. During 
the data analysis, we determined we were unable to assess the effect that 
gender plays in valence framing effects since 39.2% of our extracted 
effect sizes belonged to studies that did not report the gender pro-
portions of their subject pool, although this is an important area of 
research that should be investigated for future research. During data 
analysis, as an exploratory follow-up analysis to the student vs non- 
student moderator, we added online vs in-person studies as a moder-
ator to test whether online studies differed in valence framing effects 
compared with in-person data collection. As mentioned above, statisti-
cal analysis of these moderating variables will only be applied to effect 
sizes from between-subjects designs due to the small number of effect 
sizes from within-subjects designs. For statistical tests of whether a 
moderating variable significantly impacts the aggregated effect size, we 
report Q, a test statistic for the omnibus test of coefficients used by the 
metafor package in R (Viechtbauer, 2010). 
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3.2.1. Mortal vs non-mortal 
A large proportion of the scenarios included were similar to the 

original TKDP scenario, and this involved choices of life or death. Thus, 
we wanted to examine how the effect size of scenarios that involved risk 
to human lives (k = 214) differed from scenarios that did not involve risk 
to human lives (k = 25). Effect sizes were excluded from this subgroup 
analysis if they involved multiple scenarios consisting of mortal and 
non-mortal scenarios, and a study involving alien lives was also 
excluded. We found that scenarios involving risk of human lives (d =
0.51) had an effect size slightly larger than scenarios that did not involve 
risk of human lives (d = 0.43), however this difference was not signifi-
cantly different (Q = 2.03, p = 0.154). Thus, valence framing effects on 
moral judgments are still as prominent when the scenario is not a matter 
of life and death. 

3.2.2. Scenario types 
One potential concern is that the TKDP scenario is an isolated case, 

and other scenarios as well as modifications of the TKDP will not yield as 
large framing effects. Thus, we carried out multiple multilevel models to 
determine the differences between various types of scenarios. 

Initially, we looked at the effect sizes of specifically TKDP scenarios 
with no modifications (k = 116), compared to all other scenarios (k =
127). There was a significant difference between the scenarios where the 
original TKDP scenario had a higher effect size (d = 0.55) than all other 
scenarios (d = 0.46) (Q = 5.62, p = 0.0178). 

Next, we looked at the original TKDP scenario (k = 116) and TKDP- 
modified scenarios (k = 91). A scenario was considered to be TKDP- 
modified, if it had the same set up as the original problem but there 
was a modified aspect, such as the number of lives at stake or changing 
the original disease to another catastrophe. There was no significant 
difference in effect size between the two types of scenarios (Q = 0.0056, 
p = 0.940; TKDP d = 0.54, TKDP-modified d = 0.53). This indicates that 
the framing effect still holds for modified versions of the TKDP scenario. 

One theoretically important aspect of the scenario used is whether, in 
a given binary decision, one or both options contain risk (or if they are 
“certain” options where an outcome is known for sure). We were unable 
to determine whether this aspect of scenario is significant in effecting 
the magnitude of framing effect because the majority of effect sizes were 
TKDP-variants that included one risky and one certain option. Never-
theless, this is a potentially important moderating variable of framing 
effects that can be investigated in future studies. 

3.2.3. Student vs non-student 
One common and valid criticism of the field of psychology as a whole 

is the propensity for researchers to recruit predominantly American 
undergraduates. Not only do these research participants tend to fall into 
a very restricted age range (i.e. 18–22 years), but also these participants 
tend to be “WEIRD” (Western, educated, industrialized, rich and dem-
ocratic) (Henrich, Heine, & Norenzayan, 2010). We first wanted to 
investigate the extent to which being a student impacted the estimated 
effect size of a valence framing experiment. We defined “student” to be 
either an undergraduate or graduate student at either a domestic or 
foreign university. We found the classification of a participant group as 
either student or non-student to be non-significant (Q = 0.53, p = 0.467; 
non-student d = 0.46, student d = 0.52), suggesting that there is no 
statistically significant difference in framing effects of moral decisions 
between student and non-student populations. 

3.2.4. Online vs in-person data collection 
As an exploratory follow-up to studying whether aspects of the 

participant population (student vs non-student in particular) moderate 
the magnitude of the valence framing effect, we also tested whether 
conducting the experiment online vs in-person had a significant differ-
ence on framing effects. While there was a smaller amount of effect sizes 
derived from online studies (k = 31) compared to in-lab studies (k =
202) (in part due to experimental norms and in part due to publication 

year), we found that there was no significant difference of effect size 
magnitude between online vs in-person studies (Q = 0.0022, p = 0.963; 
in-person d = 0.499, online d = 0.503). 

3.3. Assessing publication bias 

Finally, we wanted to quantify the level of publication bias present in 
our effect size dataset. One nefarious issue in empirical research is the 
file-drawer or publication bias problem, in which a study that reports a 
higher effect size is more likely to be published than a study that reports 
a smaller effect size (Borenstein et al., 2011; Dickersin, 2005; Rothstein, 
Sutton, & Borenstein, 2006). This leads to meta-analyses analyzing 
published studies estimating an inflated effect size for the variable of 
interest compared to what the average effect size would be if no publi-
cation bias was present, since likely weaker effects are not present in the 
published studies. Further, meta-analyses are inherently uncertain as to 
how many unpublished, relevant studies with likely smaller effect sizes 
are missing from the final, extracted dataset. We assessed the level of 
publication bias present in our framing effects data both visually with 
funnel plots and statistically using Egger’s test. 

First, in order to visualize the possible presence of publication bias in 
our data, we created a funnel plot (see Fig. 1), frequently used in meta- 
analyses to plot each study’s standard error (which is a function of the 
number of subjects in each study) and effect size (Peters, Sutton, Jones, 
Abrams, & Rushton, 2008). If there was no publication bias present in 
the data, then studies would appear symmetrically around the pooled 
(between-subjects) effect size mean (d = 0.50) within the funnel deno-
ted with a dashed line. In particular, studies with high sampling error (i. 
e. studies with fewer numbers of participants) near the bottom of the 
plot would appear symmetrically distributed around the pooled effect 
size mean, since small studies reporting small effect sizes would have an 
equal chance of being published as small studies with large effect sizes, 
absent publication bias. In our funnel plot in Fig. 1, we observe a lack of 
studies in the bottom-left area of the plot, meaning that in our data of 
published effect sizes, few studies have both high standard error (fewer 
participants) and a lower effect size. Interestingly, we observe a large 
cluster of studies lying right along the p < 0.05 contour. We suspect this 
straight line (that would be very unlikely to appear by chance) might 
arise due to systemic factors such as potential bias in journals deciding 
what research to publish or reject, or researchers (consciously or 
otherwise) manipulating experimenter degrees of freedom in order to 
reach statistical significance at p < 0.05 level (Simmons, Nelson, & 
Simonsohn, 2011). 

The visual results from the contour-enhanced funnel plot suggest 
small-sample publication bias, in which studies with higher standard 

Fig. 1. Contour-enhanced funnel plot of published moral valence framing effect 
sizes. Each dot represents a study; X-axis is the magnitude of the effect size 
(Cohen’s d), and the y-axis is the standard error of the effect estimate. Shaded 
regions denote the level of statistical significance of the studies in our dataset. 
The vertical dashed line denotes the pooled effect size. 
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error and smaller effect sizes likely missing from the publication data. 
We then wanted to quantify whether there was statistically significant 
publication bias present in the data. Consistent with the visual results, 
Egger’s test was significant (Intercept = 2.97, t = 7.51, p < 0.0001), 
indicating that more studies with higher sampling error are associated 
with larger effect sizes more often than would be expected by chance 
(Egger, Smith, Schneider, & Minder, 1997). This is consistent with the 
hypothesis that small-sample publication bias is present in our moral 
valence framing effects dataset. 

Due to the suggestive evidence of publication bias in the literature on 
valence framing of moral decisions, we next wanted to determine the 
magnitude of the pooled effect size of valence framing studies when this 
publication bias is statistically accounted for. Since Egger’s test was 
found to be significant, we used Duval & Tweedie’s trim-and-fill pro-
cedure to estimate what the actual effect size would be if these hy-
pothesized small missing studies had been published by imputing the 
missing studies into the funnel plot until symmetry is achieved (Duval & 
Tweedie, 2000). After imputing 93 added studies (27.7% of the resulting 
studies for this analysis) to produce the expected symmetric funnel plot, 
the estimated effect size was attenuated, yet still remained significant (d 
= 0.22, 95% CI = [0.16; 0.28], p < 0.0001). Thus, while we find sug-
gestive evidence for the presence of publication bias in published studies 
on valence framing in dilemmas that require people to make moral de-
cisions, we can conclude that this only lessens the previously moderate 
effect size, but does not refute the robust presence of valence framing 
effects on moral judgments. 

4. Discussion 

How reliable are our moral intuitions and judgments? Our meta- 
analytic review of the published literature on valence framing effects 
on moral dilemmas shows a moderate (d = 0.50) framing effect on moral 
judgments when otherwise equivalent vignettes are framed either 
positively (e.g. lives saved) or negatively (e.g. lives lost). While we find 
that small-sample publication bias is present in our dataset, such that 
small-sample studies with weaker effect sizes are missing from the 
literature, we find that statistically accounting for this publication bias 
attenuates (d = 0.22), but does not eliminate, the presence of valence 
framing effects on moral judgments. This indicates there is a robust and 
consistent valence framing effect in moral decision-making that is 
roughly one-fourth to half of a standard deviation. 

We also identified variables of interest that potentially moderated 
the strength of the valence framing effect. In particular, we found that 
studies involving original TKDP scenarios reported a significantly higher 
effect size (d = 0.55) than all other scenario types (d = 0.46), with no 
significant difference found between original TKDP scenarios and TKDP- 
modified vignettes. This suggests that part of the framing effect size 
observed in a particular experiment is driven by the chosen vignette. 
This is something researchers seeking to elaborate on framing effects 
research should be aware of when designing experiments. 

The overwhelming preference of the psychology field to utilize 
between-subjects designs to measure framing effects limits the field’s 
ability to probe important questions regarding the nature of valence 
framing effects within the context of making moral judgments. For 
example, for individuals who are subject to valence framing effects, is 
the resulting shift in moral judgment uniform across the population, or 
are some people highly susceptible to framing effects (i.e. experiencing 
large shifts in their moral judgments as a function of frame) while others 
are only mildly susceptible to framing effects (Rehren & Sinnott- 
Armstrong, 2021)? Are individuals equally susceptible to all framing 
effect types (including valence and order presentation effects as well as 
cleanliness circumstantial effects) or do individual differences deter-
mine one’s framing effect “susceptibility profile” (Demaree-Cotton, 
2016; Landy & Goodwin, 2015; Petrinovich & O’Neill, 1996)? The na-
ture of these questions can be sufficiently answered only with well- 
designed within-subject paradigms that specifically probe how 

individual differences moderate the strength of individual valence 
framing effects. 

It has become increasingly clear in recent years that restricting 
empirical study (particularly in psychology research) to predominantly 
student populations is not only non-inclusive, but also skews results and 
the collective literature’s understanding of the research question at hand 
(Henrich et al., 2010; Jones, 2010). Advances in online data collection, 
such as more widespread use of online platforms such as Amazon Me-
chanical Turk have the promise of making data-collection more repre-
sentative of the general population compared to the current practice of 
favoring undergraduate samples for data collection (McCredie & Morey, 
2019). Furthermore, we found that there was no significant difference 
between valence framing effect sizes reported from in-person vs online 
studies. This validates previous research showing no statistically sig-
nificant difference between more controlled in-lab studies and online 
experimental platforms such as Amazon Mechanical Turk (Crump, 
McDonnell, & Gureckis, 2013). 

Since Tversky & Kahneman published the first study noting the 
phenomenon of valence framing effects in 1981, valence framing in 
moral dilemmas such as the famous disease problem have raised ques-
tions regarding the reliability of our moral intuitions and judgments. 
Does the moral choice regarding medical care for a loved one or a public 
policy that impacts strangers align with the decision-maker’s true moral 
values, or is a given decision swayed by how the information about the 
options was presented? Our meta-analytic evidence lends more support 
to the questioning of the reliability of moral judgments. 

While the evidence we present in this study suggests that the average 
person’s moral judgments are likely to be subject to valence framing 
effects, we want to underscore the point that the extent to which indi-
vidual differences play a role in one’s own susceptibility to framing is 
still unclear. Our finding of a moderate effect size of valence framing on 
moral decisions is a population measure, so the extent to which indi-
vidual differences such as personality, cognitive measures, and de-
mographic factors might make one more or less susceptible to framing 
effects is unclear. It is also unclear whether other types of framing effects 
(e.g. order effects) present additive or even multiplicative effects on 
one’s propensity to make judgments that are influenced by frame. More 
research examining the role that these sorts of individual differences 
play in framing susceptibility would be crucial in answering these 
questions, so individuals making important decisions such as medical or 
legal decisions can assess the reliability of their judgments. 

The current study has important implications for moral philosophers 
debating the justification of individual moral judgments. Moral in-
tuitionists typically argue that that moral judgments must be formed 
through a reliable process in order to be justified in themselves. Valence 
framing effects, however, are only one of many different biases that 
undermine the reliability of non-inferential processes of forming moral 
judgments. Without a reliable process by which to form moral judg-
ments, the arguments of moral intuitionists fail to establish that any 
moral judgment can be justified without inferential support. This does 
not mean that none of our moral judgments are ever justified; they just 
need to be justified through inferential processes rather than by mere 
intuition alone. 

Moral intuitionists sometimes reply that supposedly equivalent 
frames actually convey different information to survey participants, so 
they are not truly equivalent (e.g., Aczel et al., 2018; Frisch, 1993; 
Mandel, 2014; McKenzie & Nelson, 2003; Sher & McKenzie, 2006). This 
response is controversial and would need to be applied case by case, so it 
cannot be debated here for all of the studies we analyzed. In any case, it 
would not affect our estimates of the effect sizes of the frames, and 
framing effects would still show unreliability when frames really are 
equivalent. 

Another reply by moral intuitionists is that the reported effect sizes 
are not large enough to require confirmation by inference at least when 
very little is at stake, as in many hypothetical scenarios. However, critics 
of moral intuitionism can argue that moral mistakes are sometimes very 
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costly in real life, such as when moral disagreements turn friends into 
enemies or exacerbate political polarization; and then a smaller amount 
of unreliability might be enough to show that we should not trust our 
moral intuitions without independent confirmation. This normative 
dispute cannot be settled by science alone, but it also cannot be settled 
without determining empirically how much moral judgments are subject 
to framing effects, which was our goal here. 

The implications of this study reach beyond abstract debates in moral 
philosophy about belief justification. Assume that a doctor is consid-
ering different treatment options for a patient with a serious, life- 
threatening condition (perhaps like COVID-19). The doctor’s framing 
of that treatment to the patient in terms of survival rate versus mortality 
rate could change the patient’s decision on whether to accept the 
treatment. Since we measured framing effects as a population measure, 
thinking about how to frame important policy measures for public 
health such as hand-washing or wearing masks could potentially lead to 
thousands of lives being positively or negatively impacted. Furthermore, 
the way that treatments are presented to doctors themselves by actors 
like pharmaceutical companies could influence whether or not the 
doctors even put the treatment options forward to their patients. Now 
assume that you are an attorney presenting information to a jury at a 
trial. Framing the evidence positively or negatively could make a dif-
ference in whether or not the jury finds a defendant guilty even though 
the information presented is the same. In effect, the jury’s moral deci-
sion to condemn or not condemn a defendant is based on morally 
irrelevant information like the way the material is framed. 
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