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Abstract

In this paper, we prove exponential tail bounds for canonical (or degenerate) U -
statistics and U -processes under exponential-type tail assumptions on the kernels.
Most of the existing results in the relevant literature often assume bounded kernels
or obtain sub-optimal tail behavior under unbounded kernels. We obtain sharp rates
and optimal tail behavior under sub-Weibull kernel functions. Some examples from
non-parametric regression literature are considered.

Keywords and phrases: Degenerate U -statistics and U -processes, Unbounded kernels,
Sub-Weibull tails, Exponential tail bounds, Non-parametric regression.

1 Introduction and Motivation

In this paper, we study the properties of the U -statistic

Un =
∑

1≤i 6=j≤n
φ(Yi)wi,j(Xi, Xj)ψ(Yj), (1)

where Z1 = (X1, Y1), . . . , Zn = (Xn, Yn) are independent but possibly non-identically
distributed random variables defined on a domain X×Y, for functions φ, ψ : Y→ R and
{wi,j : X × X → R : 1 ≤ i 6= j ≤ n} represents a set of bivariate functions. U -statistics
of type (1) appears frequently in nonparametric statistics literature although not exl-
cusively. For example, suppose X1, . . . , Xn are independent and identically distributed
(i.i.d) realizations of a random vector X ∈ Rp with Lebesgue density f . Consider the
problem of estimating the quadratic functional

Γ(f) :=

∫
Rp
f2(x)dx = E

[
f2(X)

]
.
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A natural estimator for this functional is given by

Γ̂(f) :=
1

n(n− 1)hpn

∑
1≤i 6=j≤n

K

(
Xi −Xj

hn

)
=

1

n

n∑
i=1

f̂ (−i)(Xi), (2)

where hn represents the bandwidth and f̂ (−i)(·) represents the leave-one-out kernel den-
sity estimator:

f̂ (−i)(x) =
1

(n− 1)hpn

n∑
j=1,j 6=i

K

(
Xj − x
hn

)
Here the function K(·) is assumed to be symmetric and satisfies

∫
Rp K(x)dx = 1. This

estimator was introduced by Hall and Marron (1987) and was studied thoroughly (in
terms of adaptivity) for p = 1 in Giné and Nickl (2008).

Similarly, to estimate integrals involving the conditional expectation function from
i.i.d realizations (X1, Y1), . . . , (Xn, Yn) of (X,Y ), the following U -statistics appears:

U?n :=
1

n(n− 1)hpn

∑
1≤i 6=j≤n

YiK

(
Xi −Xj

hn

)
Yj .

Both the U -statistics Γ̂(f) and U?n are of type (1).
Apart from nonparametric statistics literature, U -statistics of type (1) also araise

in relation to Hanson-Wright-type inequalities. The classical Hanson-Wright inequality
concerns tail bounds for the quadratic form G>AG where G is a standard multivariate
normal random vector in Rn and A ∈ Rn×n is a positive semi-definite matrix; see
Theorem 3.1.9 of Giné and Nickl (2016). For further applications of Hanson-Wright
inequalities, see Rudelson and Vershynin (2013) and Spokoiny and Zhilova (2013). Note
that for any random vector Y ∈ Rn and matrix A ∈ Rn×n

Y >AY =
∑

1≤i,j≤n
YiA(i, j)Yj ,

where A(i, j) represents the i-th row, j-th column entry in the matrix A. Thus, the
quadratic form Y >AY is also a U -statistics of type (1). Observe that in this case
wi,j(·, ·) = A(i, j) identically and Xi’s can take arbitrary values.

Motivated by the examples above, we study the properties of the U -statistic Un.
Before proceeding further, we briefly discuss degenerate and non-degenerate U -statistics.
See Serfling (1980, Chapter 5) for more details. For any sequence of functions (called
kernels) fi,j(·, ·) and independent random variables Z1, . . . , Zn, a U -statistic is given by

Tn :=
∑

1≤i 6=j≤n
fi,j(Zi, Zj).

Note that the diagonal terms (i = j cases) are ignored in the summation above. If
these diagonal terms are included then the resulting statistic is called a V -statistic. The
U -statistic Un is called degenerate or canonical if the kernel functions satisfy

E
[
fi,j(Zi, Zj)

∣∣Zi] = E
[
fi,j(Zi, Zj)

∣∣Zj] = 0, for all 1 ≤ i 6= j ≤ n. (3)
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If the kernel functions do not satisfy (3), then the corresponding U -statistic is called non-
degenerate. It is not difficult to see that a non-degenerate U -statistics can be written as
a sums of independent mean zero random variables and a degenerate U -statistics:

Tn =
∑

1≤i 6=j≤n
fDi,j(Zi, Zj) +

n∑
j=1

gj(Zj) +

n∑
i=1

hi(Zi), (4)

where

fDi,j(Zi, Zj) := fi,j(Zi, Zj)− E
[
fi,j(Zi, Zj)

∣∣Zj]− E
[
fi,j(Zi, Zj)

∣∣Zi]+ E [fi,j(Zi, Zj)] ,

gj(Zj) :=
n∑

i=1,i 6=j

{
E
[
fi,j(Zi, Zj)

∣∣Zj]− E [fi,j(Zi, Zj)]
}
, (5)

hi(Zi) :=
n∑

j=1,j 6=i

{
E
[
fi,j(Zi, Zj)

∣∣Zi]− E [fi,j(Zi, Zj)]
}
.

It is clear from these expressions that the kernels fDi,j(·, ·) satisfy (3) and so are degenerate

kernels. Since T
(1)
n and T

(2)
n in (4) are sums of independent random variables with mean

zero, they can be understood easily from the classical results like the central limit the-
orem (asymptotically) and Bernstein/Hoeffding inequalities (non-asumptotically). For
this reason, we focus mostly on the degerate part of (4) in the rest of the paper and de-
rive non-asymptotic moment as well as tail bounds when the non-degenerate U -statistics
is of the form (1). Our main tool is the decoupling inequality proved in de la Peña
(1992). We refer to de la Peña and Giné (1999, Chapter 3) for more details regarding
decoupling in U -statistics. After deriving non-asymptotic tail bounds for degenerate
U -statistics we provide the same for supremum of degenerate U -statistics over a func-
tion class. Suppose Fn is a class of sequence of functions (degenerate kernels) of type
f := {fDi,j(·, ·) : 1 ≤ i 6= j ≤ n} and define

Un(f) :=
∑

1≤i 6=j≤n
fDi,j(Zi, Zj).

Then {Un(f) : f ∈ Fn} can be viewed as a process called the U -process and we provide
exponential tail bounds for the supremum:

Un(F) := sup
f∈Fn

|Un(f)| .

An important application would be the study of uniform-in-bandwidth properties of the
estimator Γ̂(f) in (2), that is,

sup
hn∈[an,bn]

∣∣∣Γ̂(f ;hn)− E
[
Γ̂(f ;hn)

]∣∣∣ ,
for some numbers an, bn ∈ (0, 1). Further applications can be found in de la Peña and
Giné (1999, Section 5.5) and Major (2013). As a final note, we mention that even though
our techniques extend to U -statistics/processes of higher order, we restrict ourselves to
second order U -statistics/processes.
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1.1 Literature Review

In this section, we review some of the by-now classical exponential tail bounds for degen-
erate U -statistics and supremum of U -processes. Proposition 2.3 of Arcones and Giné
(1993) proved a Bernstein type inequality for degenerate U -statistics/processes. For the
degenerate U -statistics

Un := n−1
∑

1≤i 6=j≤n
f(Zi, Zj),

with i.i.d random variables Z1, . . . , Zn, σ2 := Ef2(Zi, Zj) and ‖f‖∞ ≤ C, there exists
constants c1, c2 > 0 such that for any t > 0,

P (|Un| ≥ t) ≤ c1 exp

(
− c1t

σ + (Ct1/2n−1/2)2/3

)
.

This tail bounds has two regimes: exponential and Weibull of order 2/3. Because of
the appearance of the variance, this tail bound provides the current rate of convergence.
Theorem 3.3 of Giné et al. (2000) improved the tail bound by providing the optimal
four regimes of the tail: Gaussian, exponential, Weibull of orders 2/3 and 1/2. Houdré
and Reynaud-Bouret (2003) gave an alternative proof to the result of Giné et al. (2000)
using martingale inequalities with explicit constants. In particular, Theorem 3.3 of Giné
et al. (2000) shows that for all t ≥ 0,

P (|nUn| ≥ t) ≤ L exp

(
− 1

L
min

{
t2

C2
,
t

D
,
t2/3

B2/3
,
t1/2

A1/2

})
,

for some constants A,B,C,D and L. The main disadvantage of the results above is the
restrictive boundedness assumption. Theorem 3.2 of Giné et al. (2000) actually applies
without the boundedness condition but the tail bound thus obtained is sub-optimal. For
example if f(Zi, Zj) = Yig(Xi, Xj)Yj where Zi = (Xi, Yi), ‖g‖∞ ≤ C < ∞ and Yi’s are
mean zero sub-Weibull variables of order α > 0, that is, P(|Yi| ≥ t|Xi) ≤ 2 exp(−tα).
Then Theorem 3.2 of Giné et al. (2000) implies a tail bound of the form:

P (|nUn| ≥ t) ≤ L exp

(
− 1

L
min

{
t2

C2
,
t

D
,
tα1

Bα1
,
tα2

Aα2

})
,

where α−1
1 = (3/2 + 1/α) and α−1

2 = (2 + 2/α)−1. This is sub-optimal in comparison
with the results of Kolesko and Lata la (2015, Example 3). On the other hand, the
results of Kolesko and Lata la (2015) do not get the correct rate of convergence as can
be obtained from the results of Giné et al. (2000). This is because the bound of Kolesko
and Lata la (2015) does not depend on the variance. We are not aware of any tail bounds
in the literature that implies the correct rate of convergence as well as the optimal tail
behavior.

In regards to the tail bounds for U -processes, some of the important works are
Adamczak (2006), Clémençon et al. (2008) and Major (2013). The latter two papers
only consider bounded kernels and the bounds of Adamczak (2006) are written in terms
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of functionals that are in general hard to control. The results of Major (2005) and Ma-
jor (2013) apply only to bounded kernels and are written for VC class Fn but imply
the correct rate of convergence. However, the results there do not show the optimal
four regimes in the tail behavior. Theoerem 11 of Clémençon et al. (2008) is written
as a deviation inequality but does not imply the correct rate of convergence. For in-
stance, if f(Xi, Xj) = εiεjK((Xi −Xj)/h) with εi being Rademacher random variables
indepenedent of Xi ∈ Rp, then the rate of convergence of

Tn := sup
h∈{hn}

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiεjK

(
Xi −Xj

h

)∣∣∣∣∣∣ ,
from Theorem 11 of Clémençon et al. (2008) is n ‖K‖∞ = O(n) (because of Fn in the

moment bound) but the correct rate of convergence is nh
p/2
n (that can be obtained by cal-

culating the variance). As in the case of U -statistics, we are not aware of any tail bound
results that can obtain the correct rate of convergence and apply to unbounded kernels.
Using the techniques of truncation, decoupling technique and the entropy method of
Boucheron et al. (2005), we prove a deviation inequality for degenerate U -processes that
implies the correct rate of convergence and the optimal tail behavior.

The remaining article is organized as follows. In Section 2 we prove exponential tail
bounds for degenerate U -statistics of the product form kernel in (1). In Section 3 we
prove a deviation bound for degenerate U -processes and also provide maximal inequali-
ties to control the expectation of the maximum.

2 Tail Bounds for Degenerate U–Statistics

Recall the setting of the random variables and U -statistics from Section 1. There are n
independent random variables Z1 = (X1, Y1), Z2 = (X2, Y2), . . . , Zn = (Xn, Yn) on some
measurable space and sequence of functions {wi,j(·, ·) : 1 ≤ i 6= j ≤ n}. Consider, for
functions φ(·) and ψ(·) the U -statistic

Un :=
∑

1≤i 6=j≤n
fi,j(Zi, Zj), where fi,j(Zi, Zj) := φ(Zi)wi,j(Xi, Xj)ψ(Zj). (6)

The kernels fi,j(·, ·) are not required to be degenerate here. We will derive moment and
tail bounds for the degenerate version of the U -statistics TDn given by

UDn :=
∑

1≤i 6=j≤n
fDi,j(Zi, Zj),

for the kernel fDi,j(·, ·) defined in (5). We first prove a basic lemma that reduces the

problem of moment bounds on UDn to a symmetrized version of Un; see Theorem 3.5.3
of de la Peña and Giné (1999). For any random variable W , set ‖W‖p = (E[|W |p])1/p

for p ≥ 1.
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Lemma 1. For any p ≥ 1,

∥∥UDn ∥∥p ≤ C
∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jfi,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

,

for Rademacher random variables (εi, ε
′
i : 1 ≤ i ≤ n). Here C can be taken to be 192 and

Z ′1 = (X ′1, Y
′

1), . . . , Z ′n = (X ′n, Y
′
n) represents an independent of n independent random

variables such that Zi is identically distributed as Zi for 1 ≤ i ≤ n.

The proof of this lemma (in Section A) is based on the by-now classical decoupling
inequalities of de la Peña (1992) and de la Peña and Giné (1999, Chapter 3). The result
also holds in case of degenerate U -processes and does not require the special structure
of the kernels fi,j(·, ·) in (6).

To prove moment and tail bounds for degenerate second order U -statistics with
unbounded kernels, we use the following assumptions. Define a random variable W to
be sub-Weibull of order α > 0 if ‖W‖ψα <∞, where ψα(x) = exp(xα)− 1 for x ≥ 0 and

‖W‖ψα = inf {C ≥ 0 : E [ψα (|W |/C)] ≤ 1} .

Several properties of sum of independent sub-Weibull random variables are derived
in Kuchibhotla and Chakrabortty (2018). The main focus of this section is to extend
these results to degenerate U -statistics of special type. Consider the following assump-
tions.

(A1) There exists constants 0 < α, β,Cφ, Cψ <∞ such that

max
1≤i≤n

E

[
exp

(
|φ(Zi)|α

Cαφ

)∣∣Xi

]
≤ 2, and max

1≤i≤n
E

[
exp

(
|ψ(Zi)|β

Cβψ

)∣∣Xi

]
≤ 2,

hold almost surely.

(A2) The functions {wi,j(·, ·) : 1 ≤ i 6= j ≤ n} are all uniformly bounded, that is,

max
1≤i 6=j≤n

sup
(x,x′)∈X×X

∣∣wi,j(x, x′)∣∣ ≤ Bw.
The main technique in our proof is truncation and Hoffmann-Jørgensen’s inequality.
Assumption (A1) implies that conditional on Xi’s the maximum of φ(Yi) is at most
a polynomial of log n (in rate). This along with Assumption (A2) allows us to apply
truncation at this rate and study the truncated part using the sharp results of Giné
et al. (2000). The unbounded parts of smaller order are controlled using Hoffmann-
Jørgensen’s inequality. The bound Bw in Assumption (A2) is allowed to grown in n
and all the kernels are also allowed to be function of n. All the results to be presented
here are non-asymptotic. For more applications of this technique see Kuchibhotla and
Chakrabortty (2018).
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Define

Tφ := 8E
[

max
1≤i≤n

|φ(Zi)|
∣∣X1, . . . , Xn

]
, Tψ := 8E

[
max

1≤i≤n
|ψ(Zi)|

∣∣X1, . . . , Xn

]
,

and the truncated random variables

Φi,1 := φ(Zi)1{|φ(Zi)| ≤ Tφ}, and Φi,2 := φ(Zi)1{|φ(Zi)| > Tφ},
Ψ′j,1 := ψ(Z ′j)1{|ψ(Z ′j)| ≤ Tψ}, and Ψ′j,2 := ψ(Z ′j)1{|ψ(Z ′j)| > Tψ}.

(7)

It is clear that φ(Zi) = Φi,1 + Φi,2 and ψ(Z ′j) = Ψ′j,1 + Ψ′j,2. Based on these, note that

φ(Zi)wi,j(Xi, X
′
j)ψ(Z ′j) = Φi,1wi,j(Xi, Xj)Ψ

′
j,1 + Φi,2wi,j(Xi, Xj)Ψ

′
j,1

+ Φi,1wi,j(Xi, Xj)Ψ
′
j,2 + Φi,2wi,j(Xi, Xj)Ψ

′
j,2.

(8)

The first term on the right hand side is bounded by TφBwTψ. The second and third
terms are non-zero only when Φi,2 and Ψ′j,2, are respectively non-zero, which can only
happen with only a small probability under Assumption (A1). Finally, the fourth term
can be non-zero only if both Φi,2 and Ψ′j,2 are non-zero which can happend with even
smaller probability. These four terms leads to four different degenerate U -statistics that
will be controlled separately in Section A.1 to prove the following result. We need the
following notation: for 1 ≤ i, j ≤ n,

σ2
i,φ(x) = E[φ2(Zi)

∣∣Xi = x] and σ2
j,ψ(x) = E[ψ2(Zj)

∣∣Xj = x].

Define Λ2 := CφCψBw(log n)α
−1+β−1

and

Λ1/2 :=

 ∑
1≤i 6=j≤n

E
[
σ2
i,φ(Xi)w

2
i,j(Xi, Xj)σ

2
j,ψ(Xj)

]1/2

,

Λ1 := sup

 ∑
1≤i 6=j≤n

E [qi(Xi)σi,φ(Xi)wi,j(Xi, Xj)σj,ψ(Xj)pj(Xj)] :

n∑
j=1

E
[
q2
i (Xi)

]
≤ 1,

n∑
i=1

E
[
p2
j (Xj)

]
≤ 1

 ,

Λ
(α)
3/2 := Cφ(log n)1/α sup

x
max

1≤i≤n

 n∑
j=1

E
[
w2
i,j(x,Xj)σ

2
j,ψ(Xj)

]1/2

Λ
(β)
3/2 := Cψ(log n)1/β sup

x
max

1≤j≤n

(
n∑
i=1

E
[
w2
i,j(Xi, x)σ2

i,φ(Xi)
])1/2

Λα∗ := (log n)1/2Λ
(α)
3/2 + (log n)Λ2,

Λβ∗ := (log n)1/2Λ
(β)
3/2 + (log n)Λ2.
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The quantities Λ1/2,Λ1,Λ
(α)
3/2,Λ

(β)
3/2,Λ2 also appear in the case of bounded kernels as

shown in Theorem 3.2 of Giné et al. (2000).

Theorem 1. Under Assumptions (A1) and (A2), there exists constant K > 0 (de-
pending only on α, β) such that for all p ≥ 1∥∥UDn ∥∥p ≤ Kp1/2Λ1/2 +KpΛ1 +Kp1/α∗Λα∗ +Kp1/β∗Λβ∗

+Kp1/2+1/α∗Λ
(α)
3/2 +Kp1/2+1/β∗Λ

(β)
3/2 +Kp1/α∗+1/β∗Λ2.

Here α∗ := min{α, 1} and β∗ := min{β, 1}. By Markov’s inequality, there exists a
constant K ′ > 0 such that for any t ≥ 0,

P
(
|UDn | ≥ K ′Tα,β(t)

)
≤ 2 exp(−t), (9)

where

Tα,β(t) :=
√
tΛ1/2 + tΛ1 + t1/α

∗
Λα∗ + t1/β

∗
Λβ∗

+ t1/2+1/α∗Λ
(α)
3/2 + t1/2+β∗Λ

(β)
3/2 + t1/α

∗+1/β∗Λ2.

Remark 2.1 (Comparison with previous results) As noted in the introduction, an
important feature of our result is that the kernel is allowed to be unbounded with proper
tail behavior. The tail of the degenerate U -statistics as shown in (9) has seven different
regimes, the prominent ones being the Gaussian and exponential parts. These seven
regimes collapse to five if α = β. In particular, if α = β ≤ 1, then for p ≥ 1,∥∥UDn ∥∥p ≤ Kp1/2Λ1/2 +KpΛ1 +Kp1/α

[
(log n)1/2

{
Λ

(α)
3/2 + Λ

(β)
3/2

}
+ (log n)Λ2

]
+Kp1/2+1/α

[
Λ

(α)
3/2 + Λ

(β)
3/2

]
+Kp1/α+1/βΛ2.

If α = β = ∞, then our assumption (A1) implies boundedness of the kernels. In
this case, only four regimes remain and these four regimes coincide with those shown
in Theorem 3.2 of Giné et al. (2000). Additionally in the case of bounded kernels
(α = β = ∞), our result essentially coincides with Theorem 3.2 of Giné et al. (2000)
except for the additional

√
log n and log n factors. We believe these to be artifacts of our

proof although we do not know if these factors can be avoided in the general setting. It
is worth mentioning here that we could not use the proof technique of Giné et al. (2000)
to avoid these factors. �

3 Tail Bounds for Degenerate U–Processes

In this section, we generalize Theorem 1 to degenerate U -processes. Consider

Un(W) := sup
w∈W

|Un(w)| , where Un(w) :=
∑

1≤i 6=j≤n
εiφ(Zi)wi,j(Xi, X

′
j)ψ(Z ′j)ε

′
j ,
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for some function class W with elements of the type w = (wi,j)1≤i 6=j≤n. If W is a
singleton, then this reduces to the U -statistic studied in Section 2. Here ε1, . . . , εn denote
an independent sequence of Rademacher random variables as before. For simplicity, we
consider the symmetrized version and by Lemma 1 the results also hold for the original
degenerate U -process; see Theorem 3.5.3 of de la Peña and Giné (1999) for details.

U -processes were introduced in Nolan and Pollard (1987) to study cross-validation
in the context of kernel density estimation. They studied uniform almost sure limit
theorems and established the rate of convergence. These results parallel the Glivenko-
Cantelli theorems well-known for empirical processes. Functional limit theorems were
established in Nolan et al. (1988). Exponential tail bounds that parallel the classical
Bernstein’s inequality for non-degenerate and degenerate U -statistics were given in Ar-
cones and Giné (1993). They also established LLN and CLT type results under various
metric entropy conditions. Most of these results require boundedness of the kernel func-
tions. Being asymptotic in nature, some of these results can be extended to the case of
unbounded kernels using a truncation argument. Finite sample concentration inequali-
ties for degenerate unbounded U -processes are not readily available.

The only work (we are aware of) that provides general results for U -processes appli-
cable to Un(W) is Adamczak (2006). In this work, degenerate U -processes of arbitrary
order were considered. However, the moment bounds for U -processes in this work de-
pend further on the moment bounds of some complicated degenerate U -processes of
lower order. Furthermore, the tail behavior thus obtained is not sharp for unbounded
U -processes.

To avoid measurability issues for Un(W), we use either of the following conventions.
One simple assumption on W used in van der Vaart and Wellner (1996) that implies
measurability is separability and in this case we can take W to be a dense countable
subset of W. Another convention used in Talagrand (2014) is to define for any W and
increasing function f(·),

E [f (Un(W))] := sup {E [f(Un(F))] : F ⊆ W a finite subset} .

Based on either convention, we treat W as a countable set for the remaining part of this
section.

One “simple” way to obtain tail bounds for Un(W) is via generic chaining as follows:
First apply Theorem 1 for Un(w)− Un(w′) for functions w,w′ ∈ W. The tail bound (9)
provides a mixed tail in terms of various semi-metrics on W. Using these and follow-
ing the proof of classical generic chaining bound (e.g., Theorem 3.5 of Dirksen (2015)),
one can obtain tail bounds for U -processes in terms of γ-functionals; see Talagrand
(2014) and Dirksen (2015) for details. A problem with this approach is the complica-
tion in controlling the γ-functionals. This approach with Dudley’s chaining (instead of
generic chaining) was used for bounded kernel U -processes in Nolan and Pollard (1987)
and Nolan et al. (1988).

In the following, we first provide a deviation inequality for Un(W) and then prove
a maximal inequality to control the expectations appearing in the deviation inequality.
For these results, we consider the following generalization of assumption (A2).
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(A2′) The functions {w : w ∈ W} are all uniformly bounded, that is,

sup
w∈W

sup
(x,x′)∈X×X

max
1≤i 6=j≤n

∣∣wi,j(x, x′)∣∣ ≤ BW .
We will use the notation of Φi,1,Φi,2,Ψ

′
i,1,Ψ

′
i,2 given in (7). For the main result of this

section, define

Λ2(W) := (log n)α
−1+β−1

CφCψBW ,

En,1(W) := Cψ(log n)1/β sup
x∈X

max
1≤j≤n

E

 sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, x)

∣∣∣∣∣∣
 ,

En,2(W) := Cφ(log n)1/α sup
x∈X

max
1≤i≤n

E

 sup
w∈W

∣∣∣∣∣∣
n∑

j=1,j 6=i
ε′jΨ

′
j,1wi,j(x,X

′
j)

∣∣∣∣∣∣
 ,

Wn,1(W) := E

 sup
w∈W

sup
{pj}

∑
1≤i 6=j≤n

εiΦi,1

∫
pj(x)σj,ψ(x)wi,j(Xi, x)PXj (dx)

 ,
Wn,2(W) := E

 sup
w∈W

sup
{qi}

∑
1≤i 6=j≤n

ε′jΨ
′
j,1

∫
qi(x)σi,φ(x)wi,j(x,X

′
j)PXi(dx)

 ,
Σ

1/2
n,1 (W) := Cψ(log n)1/β sup

x∈X
sup
w∈W

max
1≤j≤n

 n∑
i=1,i 6=j

E[σ2
i,φ(Xi)w

2
i,j(Xi, x)]

1/2

,

Σ
1/2
n,2 (W) := Cφ(log n)1/α sup

x∈X
sup
w∈W

max
1≤i≤n

 n∑
j=1,j 6=i

E
[
σ2
j,ψ(Xj)w

2
i,j(x,Xj)

]1/2

,

‖(φwψ)W‖2→2 := sup
w∈W

sup
{qi}

sup
{pj}

∑
1≤i 6=j≤n

E
[
qi(Xi)σi,φ(Xi)wi,j(Xi, X

′
j)σj,ψ(X ′j)pj(X

′
j)
]
.

Here in the definitions, the supremum over {qi} (or {pj}) represents supremum over all
function (q1, . . . , qn) (or (p1, . . . , pn))satisfying

n∑
i=1

∫
q2
i (x)PXi(dx) ≤ 1, and

n∑
j=1

∫
p2
j (x)PXi(dx) ≤ 1,

where PXi(·) denotes the probability measure of Xi. Note that ‖(φwψ)W‖2→2 is similar
to Λ1 defined for Theorem 1.

Theorem 2. Under assumptions (A1) and (A2′), there exists a constant K > 0 (de-
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pending only on α, β) such that for all p ≥ 1

‖Un(W)‖p ≤ KE
[
U (1)
n (W)

]
+Kp1/2(Wn,1(W) + Wn,2(W)) +Kp ‖(φwψ)W‖2→2

+Kp1/α∗
[
En,2(W) + Σ

1/2
n,2 (W)

√
log n+ Λ2(W) log n

]
+Kp1/β∗

[
En,1(W) + Σ

1/2
n,1 (W)

√
log n+ Λ2(W) log n

]
+Kp1/2+1/α∗Σ

1/2
n,2 (W) +Kp1/2+1/β∗Σ

1/2
n,1 (W) +Kp1/α∗+1/β∗Λ2(W).

Proof. See Appendix B.1 for a proof.

IfW is a singleton set, then the above result reduces to Theorem 1. From the moment
bound above, it is easy to derive a tail bound using Markov’s inequality. In comparison,
we again get seven different tail regimes that again reduce to five if α = β. Unlike
the result of Adamczak (2006), the moment bound in Theorem 2 only depends on some
expectations. An additional advantage of Theorem 2 is that all the expectations only
involve bounded random variables.

3.1 Maximal Inequality for Bounded Degenerate U -Processes

To apply Theorem 2, we need to control various expectations appearing on the right

hand side of the moment bound there. Expect for E[U (1)
n (W)], all the other quantities

are maximal inequalities related to empirical processes. See van der Vaart and Well-
ner (2011) and Lemmas 3.4.2-3.4.3 of van der Vaart and Wellner (1996) for maximal
inequalities of empirical processes. In this section, we provide a maximal inequality for

U (1)
n (W). For independent and identically distributed random variables, Chen and Kato

(2017, Theorem 5.1) provide a maximal inequality for degenerate U -processes of arbi-
trary order. This result is similar to Theorem 2.1 of van der Vaart and Wellner (2011)
for empirical processes. The same proof as in Chen and Kato (2017) does not provide
the “correct” bound in the case of possibly non-identically distributed observations since
they use Hoeffding averging which can lead to sub-optimal rate if the observations are
not identically distributed. A modification of the proof leads to the maximal inequality
below.

For any η > 0, function class F containing functions f = (fi,j)1≤i 6=j≤n : χ × χ →
R and a discrete probability measure Q with support {z1, . . . , zt}, let N(η,F , ‖·‖2,Q)

denotes the minimum m such that there exists f (1), f (2), . . . , f (m) ∈ F satisfying

sup
f∈F

inf
1≤j≤m

∥∥∥f − f (j)
∥∥∥

2,Q
≤ η,

where for f ∈ F ,

‖f‖22,Q :=

∑
1≤i 6=j≤t f

2
i,j(zi, zj)Q({zi})Q({zj})∑

1≤i 6=j≤tQ({zi})Q({zj})
.

11



Note that the right hand side is expectation with respect to the measure induced on
{(zi, zj) : 1 ≤ i 6= j ≤ t}. Define the uniform entropy integral needed for U -processes is
given by

J2(δ,F , ‖·‖2) := sup
Q

∫ δ

0
logN(η ‖F‖2,Q ,F , ‖·‖2,Q)dη.

Here F = (Fi,j)1≤i 6=j≤n represents the envelope function for F satisfying |fi,j(x, x′)| ≤
Fi,j(x, x

′) for all f ∈ F , x, x′ ∈ χ and the supremum is taken over all discrete probability
measures Q supported on χ × χ. The following Lemma proves a maximal inequality
using Theorem 5.1.4 of de la Peña and Giné (1999). The proof is very similar to that of
Theorem 5.1 of Chen and Kato (2017) which itself was based on the proof of Theorem
2.1 of van der Vaart and Wellner (2011).

Theorem 3. Suppose F represent a class of real-valued functions f : χ × χ → R
uniformly bounded by R with the envelope function F . Then there exists a universal
constant C > 0 such that

E

[
sup
f∈F

∣∣∣∣∣
∑

1≤i 6=j≤n εiεjfi,j(Xi, Xj)√
n(n− 1)

∣∣∣∣∣
]
≤ C ‖F‖2,P J2(a,F , ‖·‖2)

[
1 +

J2(a,F , ‖·‖2)b2

a2

]
,

for any a ≥ An and b ≥ Bn, where B2
n = R/(n ‖F‖2,P ),

‖F‖22,P :=
1

n(n− 1)

∑
1≤i 6=j≤n

E[F 2
i,j(Xi, Xj)],

A2
n := ‖F‖−2

2,P

[
Γ2
n,1(F) + Γ2

n,2(F) + Σ2
n(F)

]
,

Γ2
n,1(F) := E

sup
f∈F

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n

{
E
[
f2
i,j(Xi, Xj)|Xi

]
− E

[
f2
i,j(Xi, Xj)

]}∣∣∣∣∣∣
 ,

Γ2
n,2(F) := E

sup
f∈F

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n

{
E
[
f2
i,j(Xi, Xj)|Xj

]
− E

[
f2
i,j(Xi, Xj)

]}∣∣∣∣∣∣
 ,

Σ2
n(F) := sup

f∈F

1

n(n− 1)

∑
1≤i 6=j≤n

E
[
f2
i,j(Xi, Xj)

]
.

12



APPENDIX

A Proofs of Results in Section 2

Throughout the proofs in all the appendices to follow, we use the notation

Z ′n := {(Z ′1, ε′1), . . . , (Z ′n, ε
′
n)} and Zn := {(Z1, ε1), . . . , (Zn, εn)}.

Note that this is different from Z ′n and Zn defined in the main text.

Proof of Lemma 1. From Theorem 3.1.1 of de la Peña and Giné (1999) and following
the arguments similar to those in Theorem 3.5.3 of de la Peña and Giné (1999), we get
for all p ≥ 1 ∥∥TDn ∥∥p ≤ 48

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jf
D
i,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

,

where εi, ε
′
i, 1 ≤ i ≤ n are Rademacher random variables independent of (Zi, Z

′
i), 1 ≤

i ≤ n. Note from (5) that

εiε
′
jf
D
i,j(Zi, Z

′
j) = εiε

′
jfi,j(Zi, Z

′
j)− εiε′j

∫
fi,j(z, Z

′
j)Pi(dz)

− εiε′j
∫
fi,j(Zi, z)Pj(dz) + εiε

′
j

∫∫
fi,j(z, z

′)Pi(dz)Pj(dz).

Here Pi represents the probability measure of Zi for 1 ≤ i ≤ n. By Jensen’s inequality,
it is clear that for p ≥ 1,∥∥∥∥∥∥

∑
1≤i 6=j≤n

εiε
′
j

∫
fi,j(z, Z

′
j)Pi(dz)

∥∥∥∥∥∥
p

≤

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jfi,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

,

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
j

∫
fi,j(Zi, z)dPj(z)

∥∥∥∥∥∥
p

≤

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jfi,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

,

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
j

∫∫
fi,j(z, z

′)Pi(dz)Pj(dz)

∥∥∥∥∥∥
p

≤

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jfi,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

.

Therefore, for p ≥ 1,

∥∥TDn ∥∥p ≤ 192

∥∥∥∥∥∥
∑

1≤i 6=j≤n
εiε
′
jfi,j(Zi, Z

′
j)

∥∥∥∥∥∥
p

13



A.1 Proof of Theorem 1

Based on the basic decomposition (8), we get∑
1≤i 6=j≤n

εiφ(Zi)wi,j(Xi, X
′
j)ψ(Z ′j)ε

′
j = U (1)

n + U (2)
n + U (3)

n + U (4)
n ,

where

U (1)
n :=

∑
1≤i 6=j≤n

εiΦi,1wi,j(Xi, X
′
j)Ψ

′
j,1ε
′
j ,

U (2)
n :=

∑
1≤i 6=j≤n

εiΦi,2wi,j(Xi, X
′
j)Ψ

′
j,1ε
′
j ,

U (3)
n :=

∑
1≤i 6=j≤n

εiΦi,1wi,j(Xi, X
′
j)Ψ

′
j,2ε
′
j ,

U (4)
n :=

∑
1≤i 6=j≤n

εiΦi,2wi,j(Xi, X
′
j)Ψ

′
j,2ε
′
j .

(10)

It is easy to verify that U (k)
n , 1 ≤ k ≤ 4 are all degenerate U -statistics. From Theorem

3.2 of Giné et al. (2000), we get that there exists a constant K > 0 such that for all
p ≥ 1, ∥∥∥U (1)

n

∥∥∥
p
≤ K

[√
pA+ pB + p3/2C + p2D

]
,

where

A :=

 ∑
1≤i 6=j≤n

E
[
Φ2
i,1w

2
i,j(Xi, X

′
j)
(
Ψ′i,1

)2]1/2

,

B := sup

E
∑

1≤i 6=j≤n
εiξi(εi, Zi)Φi,1wi,j(Xi, X

′
j)Ψ

′
i,1ζj(ε

′
j , Z

′
j)ε
′
j :

E
n∑
i=1

ξ2
i (εi, Zi) ≤ 1, E

n∑
j=1

ζ2
i (ε′i, Z

′
i) ≤ 1

 ,

Cp := E

max
1≤i≤n

E

 n∑
j=1

Φ2
i,1w

2
i,j(Xi, X

′
j)
(
Ψ′i,1

)2 ∣∣Xi, Yi

p/2

+ E

(
max

1≤j≤n
E

[
n∑
i=1

Φ2
i,1w

2
i,j(Xi, X

′
j)
(
Ψ′i,1

)2 ∣∣X ′j , Y ′j
])p/2

Dp := E
[

max
1≤i 6=j≤n

|Φi,1wi,j(Xi, X
′
j)Ψ

′
j,1|p

]
.

(11)
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It is clear that

A2 ≤
∑

1≤i 6=j≤n
E
[
φ2(Yi)w

2
i,j(Xi, Xj)ψ

2(Yj)
]

=
∑

1≤i 6=j≤n
E
[
σ2
i,φ(Xi)w

2
i,j(Xi, Xj)σ

2
j,ψ(Xj)

]
.

The quantity B appears as the square root of the wimpy variance of the supremum of
an empirical process; see Boucheron et al. (2013, page 314). Lemma 4 of Section A.2
implies that

B ≤ sup

 ∑
1≤i 6=j≤n

E [qi(Xi)σi,φ(Xi)wi,j(Xi, Xj)σj,ψ(Xj)pj(Xj)] :

n∑
j=1

E
[
q2
i (Xi)

]
≤ 1,

n∑
i=1

E
[
p2
j (Xj)

]
≤ 1

 .

For bounding C, note that

E

 n∑
j=1

Φ2
i,1w

2
i,j(Xi, X

′
j)
(
Ψ′j,1

)2 ∣∣Xi, Yi

 ≤ T 2
φ sup

x

n∑
j=1

E
[
w2
i,j(x,Xj)σ

2
j,ψ(Xj)

]
,

E

[
n∑
i=1

Φ2
i,1w

2
i,j(Xi, X

′
j)
(
Ψ′j,1

)2 ∣∣X ′j , Y ′j
]
≤ T 2

ψ sup
x

n∑
i=1

E
[
w2
i,j(Xi, x)σ2

i,φ(Xi)
]
.

Combining these two inequalities implies that

C ≤ Tφ sup
x

 n∑
j=1

E
[
w2
i,j(x,Xj)σ

2
j,ψ(Xj)

]1/2

+ Tψ sup
x

(
n∑
i=1

E
[
w2
i,j(Xi, x)σ2

i,φ(Xi)
])1/2

Finally, it is clear from assumption (A2) that D ≤ TφTψBw. Combining all these with
Theorem 3.2 of Giné et al. (2000) and noting

Tφ ≤ KαCφ(log n)1/α and Tψ ≤ KβCψ(log n)1/β,

we get that there exists a constant K > 0 such that for all p ≥ 1∥∥∥U (1)
n

∥∥∥
p
≤ K

[√
pΛ1/2 + pΛ1 + p3/2

{
Λ

(α)
3/2 + Λ

(β)
3/2

}
+ p2Λ2

]
. (12)

To bound U (2)
n and U (3)

n in (22), we use Hoffmann-Jøgensen’s inequality (Proposition 6.8
of Ledoux and Talagrand (1991)). Observe that

U (2)
n :=

n∑
i=1

εiΦi,2gi(Xi;Z ′n), where gi(Xi;Z ′n) :=
n∑

j=1,j 6=i
wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j .
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With Z ′n := {(ε′1, Z ′1), . . . , (ε′n, Z
′
n)} and Xn := {X1, . . . , Xn}, note that

P

(
max

1≤I≤n

∣∣∣∣∣
I∑
i=1

εiΦi,2gi(Xi,Z ′n)

∣∣∣∣∣ > 0
∣∣Xn,Z ′n

)
≤ P

(
max

1≤i≤n
|φ(Zi)| ≥ Tφ

∣∣Xn) ≤ 1/8,

and so, by Equation (6.8) of Ledoux and Talagrand (1991), we get

E
[
U (2)
n

∣∣Xn,Z ′n] ≤ 8E
[

max
1≤i≤n

∣∣Φi,2

(
gi(Xi;Z ′n)

)∣∣ ∣∣Xn,Z ′n]
≤ 8E

[
max

1≤i≤n
|φ(Zi)|

∣∣Xn] max
1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣ = Tφ max

1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣ .

From assumption (A1) and Theorem 6.21 of Ledoux and Talagrand (1991), we thus get
for 0 < α ≤ 1,∥∥∥U (2)

n

∥∥∥
ψα

∣∣Xn,Z′n ≤ KαE
[
U (2)
n

∣∣Xn,Z ′n]+Kα

∥∥∥∥max
1≤i≤n

∣∣Φi,2gi(Xi;Z ′n)
∣∣∥∥∥∥
ψα

∣∣Xn,Z′n
≤ Kα

(
Tφ +

∥∥∥∥max
1≤i≤n

|φ(Yi)|
∥∥∥∥
ψα

∣∣Xn,Z′n
)

max
1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣

≤ KαCφ(log n)1/α max
1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣ ,

(13)

for some constant Kα depending only on α (and can be different in different lines). If
α ≥ 1, then we get∥∥∥U (2)

n

∥∥∥
ψα∗
∣∣Xn,Z′n ≤ KαCφ(log n)1/α max

1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣ .

See proof of Theorem 3.3 in Kuchibhotla and Chakrabortty (2018) for similar argument.
Thus,

E
[
|U (2)
n |p

∣∣Xn,Z ′n] ≤ Kp
αC

p
φ(log n)p/αpp/α

∗
max

1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣p .

Thus, for p ≥ 1,

E
[
|U (2)
n |p

]
≤ Kp

αC
p
φ(log n)p/αpp/α

∗
E
[

max
1≤i≤n

∣∣gi(Xi;Z ′n)
∣∣p] . (14)

To control the right hand side above, recall that

gi(x;Z ′n) =

n∑
j=1,j 6=i

wi,j(x,X
′
j)Ψ

′
j,1ε
′
j ,

is a sum of mean zero independent random variables that are bounded by BwTψ. Also,
note that

Var(gi(x;Z ′n)) =
n∑

j=1,j 6=i
E
[
w2
i,j(x,X

′
j)ψ

2(Z ′j)
]

=
n∑

j=1,j 6=i
E[w2

i,j(x,X
′
j)σ

2
j,ψ(X ′j)].
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Therefore by Bernstein’s inequality (Lemma 4 of van de Geer and Lederer (2013)), we
get that

P
(

max
1≤i≤n

|gi(Xi;Z ′n)| −Υψ

√
6 log(1 + n)− 3BwTψ log n ≥ Υψ

√
t+ 3BwTψt

)
≤ 2e−t,

where

Υ2
ψ := max

x

n∑
j=1,j 6=i

E[w2
i,j(x,X

′
j)σ

2
j,ψ(X ′j)].

So, by Propositions A.3 and A.4 of Kuchibhotla and Chakrabortty (2018), we get that
for p ≥ 1,

E
[

max
1≤i≤n

|gi(Xi;Z ′n)|p
]
≤ Cp

[
(log n)p/2Υp

ψ + (BwTψ)p(log n)p + pp/2Υp
ψ + pp(BwTψ)p

]
.

Hence for p ≥ 1,

E
[
|U (2)
n |p

]
≤ Kp

αC
p
φ(log n)p/αpp/α

∗
[
(log n)p/2Υp

ψ + (BwTψ)p(log n)p
]

+Kp
αC

p
φ(log n)p/αpp/α

∗
[
pp/2Υp

ψ + pp(BwTψ)p
]
.

(15)

A similar calculation for U (3)
n shows that for p ≥ 1,

E
[
|U (3)
n |p

]
≤ Kp

βC
p
ψ(log n)p/βpp/β

∗
[
(log n)p/2Υp

φ + (BwTφ)p(log n)p
]

+Kp
βC

p
ψ(log n)p/βpp/β

∗
[
pp/2Υp

φ + pp(BwTφ)p
]
,

(16)

where

Υ2
φ := max

x

n∑
i=1,i 6=j

E[w2
i,j(Xi, x)σ2

i,φ(Xi)].

To control U (4)
n , recall that

U (4)
n =

n∑
i=1

εiΦi,2

 n∑
j=1,j 6=i

wi,j(Xi, X
′
j)Ψ

′
j,2ε
′
j

 .

Following the arguments leading to (13), we have∥∥∥U (4)
n

∥∥∥
ψα∗ |Xn,Z′n

≤ KαCφ(log n)1/α max
1≤i≤n

∣∣∣∣∣∣
n∑

j=1,j 6=i
wi,j(Xi, X

′
j)Ψ

′
jε
′
j

∣∣∣∣∣∣ .
Conditioning on Xn,X ′n, the right hand side satisfies the hypothesis of (6.8) of Ledoux
and Talagrand (1991) and so by Theorem 6.21 of Ledoux and Talagrand (1991), we get∥∥∥∥∥∥max

1≤i≤n

∣∣∣∣∣∣
n∑

j=1,j 6=i
wi,j(Xi, X

′
j)Ψ

′
jε
′
j

∣∣∣∣∣∣
∥∥∥∥∥∥
ψβ∗ |Xn,X ′n

≤ Kβ

∥∥∥∥ max
1≤i 6=j≤n

∣∣wi,j(Xi, X
′
j)ψ(Z ′j)

∣∣∥∥∥∥
ψβ |Xn,X ′n

≤ KβBw(log n)1/βCψ,
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for some constant Kβ depending only on β. Therefore, for p ≥ 1

E
[
|U (4)
n |p

]
≤ KpCpψC

p
φp
p(1/α∗+1/β∗)(log n)p(α

−1+β−1)Bp
w ≤ Kppp(1/α

∗+1/β∗)Λp2, (17)

for some constant K > 0.
Combining bounds (15) and (16), we get that for some constant K > 0 and for all

p ≥ 1, ∥∥∥U (2)
n + U (3)

n

∥∥∥
p
≤ Kp1/α∗(log n)1/2Λ

(α)
3/2 +Kp1/β∗(log n)1/2Λ

(β)
3/2

+Kp1/2+1/α∗Λ
(α)
3/2 +Kp1/2+1/β∗Λ

(β)
3/2

+K(log n)Λ2[p1/α∗ + p1/β∗ ] +KΛ2[p1+1/α∗ + p1+1/β∗ ].

Combining this inequality with (12) and (17), we get for all p ≥ 1∥∥∥∥∥
4∑
`=1

U (`)
n

∥∥∥∥∥
p

≤ K
[
p1/2Λ1/2 + pΛ1 + p3/2

{
Λ

(α)
3/2 + Λ

(β)
3/2

}
+ p2Λ2

]
+Kp1/α∗(log n)1/2Λ

(α)
3/2 +Kp1/β∗(log n)1/2Λ

(β)
3/2

+Kp1/2+1/α∗Λ
(α)
3/2 +Kp1/2+1/β∗Λ

(β)
3/2

+K(log n)Λ2[p1/α∗ + p1/β∗ ] +KΛ2[p1+1/α∗ + p1+1/β∗ ]

+Kp(1/α∗+1/β∗)Λ2.

Since α∗ ≤ 1 and β∗ ≤ 1, we have

min{p1/2+1/α∗ , p1/2+1/β∗} ≥ p3/2 and min{p1+1/α∗ , p1+1/β∗ , p1/α∗+1/β∗} ≥ p2.

Using these inequalities, the bound above can be simplified as∥∥∥∥∥
4∑
`=1

U (`)
n

∥∥∥∥∥
p

≤ Kp1/2Λ1/2 +KpΛ1

+Kp1/α∗
[
(log n)1/2Λ

(α)
3/2 + (log n)Λ2

]
+Kp1/β∗

[
(log n)1/2Λ

(β)
3/2 + (log n)Λ2

]
+Kp1/2+1/α∗Λ

(α)
3/2 +Kp1/2+1/β∗Λ

(β)
3/2

+Kp1/α∗+1/β∗Λ2.

Here the constant K > 0 depends only on α, β. This completes the proof based on
Lemma 1.

A.2 Auxiliary Lemmas Used in Theorem 1

The two lemmas to follow in this section provide explicit (but not necessarily optimal)
constants for Equations (3.1) and (2.6) of Giné et al. (2000). These lemmas can be used
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in the proof of Theorem 3.2 of Giné et al. (2000) to get explicit constants. In this respect,
we note that Theorem 3.4.8 of Giné and Nickl (2016) (which was first proved in Houdré
and Reynaud-Bouret (2003)) does not imply Theorem 3.2 of Giné et al. (2000) since the
result of Giné et al. (2000) applies for unbounded kernels in U -statistics while the result
of Giné and Nickl (2016) applies exclusively for bounded kernel U -statistics.

Lemma 2. Suppose Z1, . . . , Zn are independent mean zero random variables. Then for
p ≥ 1,

E

[∣∣∣∣∣
n∑
i=1

Zi

∣∣∣∣∣
p]
≤ 4ppp/2

(
n∑
i=1

E
[
Z2
i

])p/2
+ 4pppE

[
max

1≤i≤n
|Zi|p

]
.

Proof. By Theorem 7 of Boucheron et al. (2005), we get for p ≥ 2,

E

[∣∣∣∣∣
n∑
i=1

Zi

∣∣∣∣∣
p]
≤ 2p+1

(
2p

e−
√
e

)p/2
E

( n∑
i=1

Z2
i

)p/2 .
By Theorem 8 of Boucheron et al. (2005), we get for p ≥ 2,

E

( n∑
i=1

Z2
i

)p/2 ≤ 3p/2

(
n∑
i=1

E
[
Z2
i

])p/2
+

(
3pκ

2

)p/2
E
[

max
1≤i≤n

|Zi|p
]
,

for κ = 0.5
√
e/(
√
e− 1). Thus for p ≥ 2,

E

[∣∣∣∣∣
n∑
i=1

Zi

∣∣∣∣∣
p]
≤ 4ppp/2

(
n∑
i=1

E
[
Z2
i

])p/2
+ 4pppE

[
max

1≤i≤n
|Zi|p

]
.

Since the inequality holds true for p = 1 trivially, the result follows.

Lemma 3. Suppose ξi, 1 ≤ i ≤ n are independent random variables, then for p ≥ 1 and
α > 0,

ppα
n∑
i=1

E [|ξi|p] ≤ 4(1.5)pαppαE
[

max
1≤i≤n

|ξi|p
]

+ 2(1.5)pα

(
n∑
i=1

E [|ξi|]

)p
.

Proof. Fix p ≥ 1. Define δ0 ≥ 0 such that

δ0 := inf

{
t > 0 :

n∑
i=1

P (|ξi| > t) ≤ 1

}
.

By (1.4.4) of de la Peña and Giné (1999), it follows that

1

2
max

{
δp0 ,

n∑
i=1

E
[
|ξi|p1{|ξi|>δ0}

]}
≤ E

[
max

1≤i≤n
|ξi|p

]
. (18)
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Observe that

n∑
i=1

E [|ξi|p] =
n∑
i=1

E
[
|ξi|p1{|ξi|>δ0}

]
+

n∑
i=1

E
[
|ξi|p1{|ξi|≤δ0}

]
(a)

≤ 2E
[

max
1≤i≤n

|ξi|p
]

+
n∑
i=1

E
[
|ξi|p1{|ξi|≤δ0}

]
≤ 2E

[
max

1≤i≤n
|ξi|p

]
+ δp−1

0

n∑
i=1

E
[
|ξi|1{|ξi|≤δ0}

]
(a)

≤ 2E
[

max
1≤i≤n

|ξi|p
]

+ 2E
[

max
1≤i≤n

|ξi|p−1

]( n∑
i=1

E
[
|ξi|1{|ξi|≤δ0}

])

≤ 2E
[

max
1≤i≤n

|ξi|p
]

+ 2E
[

max
1≤i≤n

|ξi|p−1

]( n∑
i=1

E [|ξi|]

)
.

Inequality (a) follows from (18). To prove the result now, we consider two cases:

– Case 1: If

ppαE
[

max
1≤i≤n

|ξi|p
]
≤

(
n∑
i=1

E[|ξi|]

)p
,

then

E
[

max
1≤i≤n

|ξi|p−1

]( n∑
i=1

E [|ξi|]

)
≤
(
E
[

max
1≤i≤n

|ξi|p
])(p−1)/p

(
n∑
i=1

E [|ξi|]

)

≤ 1

p(p−1)α

(
n∑
i=1

E [|ξi|]

)p−1( n∑
i=1

E [|ξi|]

)

≤ 1

p(p−1)α

(
n∑
i=1

E [|ξi|]

)p
.

Therefore (in case 1),

ppα
n∑
i=1

E [|ξi|p] ≤ 2ppαE
[

max
1≤i≤n

|ξi|p
]

+ 2pα

(
n∑
i=1

E [|ξi|]

)p
. (19)

– Case 2: If

ppαE
[

max
1≤i≤n

|ξi|p
]
≥

(
n∑
i=1

E [|ξi|]

)p
,
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then

E
[

max
1≤i≤n

|ξi|p−1

]( n∑
i=1

E [|ξi|]

)

≤
(
E
[

max
1≤i≤n

|ξi|p
])(p−1)/p

(
n∑
i=1

E [|ξi|]

)

≤
(
E
[

max
1≤i≤n

|ξi|p
])(p−1)/p

pα
(
E
[

max
1≤i≤n

|ξi|p
])1/p

≤ pαE
[

max
1≤i≤n

|ξi|p
]
.

Therefore (in case 2),

ppα
n∑
i=1

E [|ξi|p] ≤ 2ppαE
[

max
1≤i≤n

|ξi|p
]

+ 2pα(p+1)E
[

max
1≤i≤n

|ξi|p
]

≤ 2ppαE
[

max
1≤i≤n

|ξi|p
]

+ 2ppα
(
e1/e

)pα
E
[

max
1≤i≤n

|ξi|p
]

≤ (2 + (1.5)pα)ppαE
[

max
1≤i≤n

|ξi|p
]
. (20)

Combining inequalities (19) and (20), we get for p ≥ 1 and α > 0 that

ppα
n∑
i=1

E [|ξi|p] ≤ (2 + (1.5)pα)ppαE
[

max
1≤i≤n

|ξi|p
]

+ 2pα

(
n∑
i=1

E [|ξi|]

)p

≤ 4(1.5)pαppαE
[

max
1≤i≤n

|ξi|p
]

+ 2pα

(
n∑
i=1

E [|ξi|]

)p

≤ 4(1.5)pαppαE
[

max
1≤i≤n

|ξi|p
]

+ 2(p1/p)pα

(
n∑
i=1

E [|ξi|]

)p

≤ 4(1.5)pαppαE
[

max
1≤i≤n

|ξi|p
]

+ 2(1.5)pα

(
n∑
i=1

E [|ξi|]

)p
.

This proves the result.

Lemma 4. Under the notation of Theorem 1, the quantity B defined in (11) satisfies

B ≤ sup

 ∑
1≤i 6=j≤n

E [qi(Xi)σi,φ(Xi)wi,j(Xi, Xj)σj,ψ(Xj)pj(Xj)] :

n∑
j=1

E
[
q2
i (Xi)

]
≤ 1,

n∑
i=1

E
[
p2
j (Xj)

]
≤ 1

 .

21



Proof. Following the proof of Theorem 3.2 of Giné et al. (2000), the quantity B is the
square root of the wimpy variance of

Sn :=

(
n∑
i=1

E
[
F 2
i (εi, Zi;Z ′n)

∣∣Z ′n]
)1/2

,

where Z ′n := {(ε′1, Z ′1), . . . , (ε′n, Z
′
n)} and

Fi(εi, Zi;Z ′n) := εiΦi,1

n∑
j=1,j 6=i

wi,j(Xi, X
′
j)Ψ

′
j,1ε
′
j .

This implies that

Sn ≤

(
n∑
i=1

E
[
G2
i (Xi;Z ′n)

∣∣Z ′n]
)1/2

,

where for σ2
i,φ(x) := E

[
φ2(Yi)

∣∣Xi = x
]
,

Gi(Xi;Z ′n) := σi,φ(Xi)
n∑

j=1,j 6=i
wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j .

Note that σi,φ(·) depends on i since the random variables are allowed to be non-identically
distributed. Now observe that

Sn = sup

{
n∑
i=1

∫
qi(x)Gi(x;Z ′n)PXi(dx) :

n∑
i=1

∫
q2
i (x)PXi(dx) ≤ 1

}
. (21)

To prove this, note that for any {qi(·) : 1 ≤ i ≤ n} satisfying the (integral) constraint,

n∑
i=1

∫
qi(x)Gi(x;Z ′n)PXi(dx)

≤
n∑
i=1

(∫
q2
i (x)PXi(dx)

)1/2(∫
G2
i (x;Z ′n)PXi(dx)

)1/2

≤

(
n∑
i=1

∫
q2
i (x)PXi(dx)

)1/2( n∑
i=1

∫
G2
i (x;Z ′n)PXi(dx)

)1/2

≤ Sn.

To prove the reverse inequality, define for 1 ≤ i ≤ n,

qi(x) := Gi(x;Z ′n)

(
n∑
i=1

∫
G2
i (x;Z ′n)PXi(dx)

)1/2

.

It is clear that {qi(·) : 1 ≤ i ≤ n} satisfy the integral constraint in (21) and

n∑
i=1

∫
qi(x)Gi(x;Z ′n)PXi(dx) = Sn.
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This completes the proof of (21). Rewriting the representation (21), we get

Sn = sup∑n
i=1

∫
q2i (x)PXi (dx)≤1

n∑
j=1

ε′jΨ
′
j,1

 n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,X

′
j)PXi(dx)

 .

This representation shows that Sn is indeed the supremum of an empirical process. The
wimpy variance of this supremum is given by

sup
{qi(·)}

Var

 n∑
j=1

ε′jΨ
′
j,1

 n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,X

′
j)PXi(dx)


≤ sup
{qi(·)}

n∑
j=1

E

σ2
j,ψ(X ′j)

 n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,X

′
j)PXi(dx)

2
= sup
{qi(·)}

n∑
j=1

E

σ2
j,ψ(Xj)

 n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,Xj)PXi(dx)

2 .
Now a duality argument implies that

sup
{qi(·)}

 n∑
j=1

E

σ2
j,ψ(Xj)

 n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,Xj)PXi(dx)

21/2

= sup

 ∑
1≤i 6=j≤n

E [qi(Xi)σi,φ(Xi)wi,j(Xi, Xj)σj,ψ(Xj)pj(Xj)] :

n∑
i=1

E
[
p2
j (Xj)

]
≤ 1,

n∑
j=1

E
[
q2
i (Xi)

]
≤ 1

 .

Thus the result follows.
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B Proofs of Results in Section 3

B.1 Proof of Theorem 2

Similar to U (`)
n , 1 ≤ ` ≤ 4 defined in the proof of Theorem 1, we define

U (1)
n (W) := sup

w∈W

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiΦi,1wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j

∣∣∣∣∣∣ ,
U (2)
n (W) := sup

w∈W

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiΦi,2wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j

∣∣∣∣∣∣ ,
U (3)
n (W) := sup

w∈W

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiΦi,1wi,j(Xi, X

′
j)Ψ

′
j,2ε
′
j

∣∣∣∣∣∣ ,
U (4)
n (W) := sup

w∈W

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiΦi,2wi,j(Xi, X

′
j)Ψ

′
j,2ε
′
j

∣∣∣∣∣∣ .

(22)

As in the proof of Theorem 1, we will control each of the terms separately in the following
lemmas. All the lemmas below assume (A1) and (A2′).

Lemma 5 (Control of U (4)
n (W)). There exists a constant K > 0 (depending only on

α, β) such that for all p ≥ 1,∥∥∥U (4)
n (W)

∥∥∥
p
≤ KΛ2(W)p1/α∗+1/β∗ .

Proof. Since ‖wi,j‖∞ ≤ BW for all w ∈ W, it follows that

U (4)
n (W) ≤ BW

∑
1≤i 6=j≤n

|Φi,2Ψ′j,2| ≤ BW

(
n∑
i=1

|Φi,2|

) n∑
j=1

|Ψ′j,2|

 .

By definition

P

(
max

1≤I≤n

I∑
i=1

|Φi,2| > 0
∣∣Xn) ≤ P

(
max

1≤i≤n
|φ(Zi)| ≥ Tφ

∣∣Xn) ≤ 1/8,

P

(
max

1≤I≤n

I∑
i=1

|Ψ′i,2| > 0
∣∣X ′n
)
≤ P

(
max

1≤i≤n
|ψ(Z ′i)| ≥ Tψ

∣∣X ′n) ≤ 1/8.

Hence by (6.8) of Ledoux and Talagrand (1991), we get that

E

[
n∑
i=1

|Φi,2|
∣∣Xn] ≤ CE [max

1≤i≤n
|φ(Zi)|

∣∣Xn]

E

[
n∑
i=1

|Ψ′i,2|
∣∣X ′n
]
≤ CE

[
max

1≤i≤n
|ψ(Z ′i)|

∣∣X ′n] ,
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for some constant C > 0. Thus by applying Theorem 6.21 of Ledoux and Talagrand
(1991) to

∑
{Φi,1 − E[Φi,1|Xn]} and

∑
{Ψ′i,2 − E[Ψ′i,2|X ′n]}, we get∥∥∥∥∥

n∑
i=1

|Φi,2|

∥∥∥∥∥
ψα∗ |Xn

≤ C
∥∥∥∥max

1≤i≤n
|φ(Zi)|

∥∥∥∥
ψα|Xn

≤ CCφ(log n)1/α,

∥∥∥∥∥
n∑
i=1

|Ψ′i,2|

∥∥∥∥∥
ψβ∗ |Xn

≤ C
∥∥∥∥max

1≤i≤n
|ψ(Z ′i)|

∥∥∥∥
ψβ |X ′n

≤ CCψ(log n)1/β,

Therefore, for all p ≥ 1,∥∥∥U (4)
n (W)

∥∥∥
p
≤ KBWCφCψ(log n)α

−1+β−1
p1/α∗+1/β∗ = KΛ2(W)p1/α∗+1/β∗ .

This completes the proof.

The following lemma controls the moments of U (2)
n (W) and U (3)

n (W).

Lemma 6 (Control of U (2)
n (W) and U (3)

n (W)). There exists a constant K > 0 (depending
only on α, β) such that for p ≥ 1,∥∥∥U (2)

n (W)
∥∥∥
p
≤ Kp1/α∗

[
En,2(W) + (log n)1/2Σ

1/2
n,2 (W) + (log n)Λ2(W)

]
+Kp1/2+1/α∗Σ

1/2
n,2 (W) +Kp1+1/α∗Λ2(W)∥∥∥U (3)

n (W)
∥∥∥
p
≤ Kp1/β∗

[
En,1(W) + (log n)1/2Σ

1/2
n,1 (W) + (log n)Λ2(W)

]
+Kp1/2+1/β∗Σ

1/2
n,1 (W) +Kp1+1/β∗Λ2(W).

Proof. We will only prove the bound for U (2)
n (W) and the proof for U (3)

n (W) follows very
similar arguments. Recall that

U (2)
n (W) = sup

w∈W

∣∣∣∣∣
n∑
i=1

εiΦi,2gi(Xi;Z ′n, w)

∣∣∣∣∣ , where gi(x;Z ′n, w) :=

n∑
j=1,j 6=i

Ψ′j,1ε
′
jwi,j(x,X

′
j).

Here again (6.8) of Ledoux and Talagrand (1991) applies and we get

∥∥∥U (2)
n (W)

∥∥∥
ψα∗
∣∣Xn,Z′n ≤ KCφ(log n)1/α max

1≤i≤n
sup
w∈W

∣∣∣∣∣∣
n∑

j=1,j 6=i
ε′jΨ

′
j,1wi,j(Xi, X

′
j)

∣∣∣∣∣∣ .
By a similar calculation, we get

∥∥∥U (3)
n (W)

∥∥∥
ψβ∗
∣∣X ′n,Zn ≤ KCψ(log n)1/β max

1≤j≤n
sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)

∣∣∣∣∣∣ .
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Thus, for p ≥ 1,

E
[
|U (2)
n (W)|p

]
≤ KpCpφ(log n)p/αpp/α

∗
E

max
1≤i≤n

sup
w∈W

∣∣∣∣∣∣
n∑

j=1,j 6=i
ε′jΨ

′
j,1wi,j(Xi, X

′
j)

∣∣∣∣∣∣
p ,

E
[
|U (3)
n (W)|p

]
≤ KpCpψ(log n)p/βpp/β

∗
E

 max
1≤j≤n

sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)

∣∣∣∣∣∣
p .

(23)

The right hand side quantities involve supremum of bounded empirical processes for
which Talagrand’s inequality applies; see proposition 3.1 of Giné et al. (2000). Observe
that for any x ∈ X,

max
1≤j≤n

sup
w∈W

|Ψ′j,1wi,j(x,X ′j)| ≤ Cψ(log n)1/βBW ,

max
1≤i≤n

sup
w∈W

|Φi,1wi,j(Xi, x)| ≤ Cφ(log n)1/αBW .

By proposition 3.1 of Giné et al. (2000), we obtain for any x ∈ X and p ≥ 1,

E
[

sup
w∈W

|gi(x;Z ′n, w)|p
]
≤ Kp

{
Ēpn,2(W) + pp/2Σ̄

p/2
n,2 (W) + ppCpψ(log n)p/βBp

W

}
,

where Ēn,2(W) = C−1
φ En,2(W)/(log n)1/α and Σ̄

1/2
n,2 (W) = C−1

φ Σ
1/2
n,2 (W)/(log n)1/α. There-

fore, by following the argument that lead to (15), we get that

E
[

max
1≤i≤n

sup
w∈W

|gi(Xi;Z ′n, w)|p
]

(24)

≤ Kp
[
Ēpn,2(W) + pp/2Σ̄

p/2
n,2 (W) + ppCpψ(log n)p/βBp

W

]
+Kp

[
(log n)p/2Σ̄

p/2
n,2 (W) + (log n)pCpψ(log n)p/βBp

W

]
.

Substituting this in (23), we get

E
[
|U (2)
n (W)|p

]
≤ Kppp/α

∗
[
Epn,2(W) + pp/2Σ

p/2
n,2 (W) + ppΛp2(W)

]
+Kppp/α

∗
[
(log n)p/2Σ

p/2
n,2 (W) + (log n)pΛp2(W)

]
.

By a similar calculation, we get

E
[
|U (3)
n (W)|p

]
≤ Kppp/β

∗
[
Epn,1(W) + pp/2Σ

p/2
n,1 (W) + ppΛp2(W)

]
+Kppp/β

∗
[
(log n)p/2Σ

p/2
n,1 (W) + (log n)pΛp2(W)

]
.

This completes the proof of the result.
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The following lemma controls the moments of U (1)
n (W). This is a bounded degenerate

U -process and is (usually) the dominating term among the four parts.

Lemma 7 (Control of U (1)
n (W)). There exists a constant K > 0 (depending only on

α, β) such that for all p ≥ 1,∥∥∥U (1)
n (W)

∥∥∥
p
≤ KE

[
U (1)
n (W)

]
+Kp1/2 (Wn,1(W) + Wn,2(W))

+Kp
(
‖(φwψ)W‖2→2 + En,1(W) + En,2(W) + Σ

1/2
n,2 (W)

√
log n+ Λ2(W) log n

)
+Kp3/2

(
Σ

1/2
n,1 (W) + Σ

1/2
n,2 (W)

)
+Kp2Λ2(W).

Proof. Recall that

U (1)
n (W) = sup

w∈W

∣∣∣∣∣
n∑
i=1

εiΦi,1gi(Xi;Z ′n, w)

∣∣∣∣∣ , where gi(Xi;Z ′n, w) :=
n∑

j=1,j 6=i
ε′jΨ

′
j,1wi,j(Xi, X

′
j).

Observe that conditional on Z ′n, U (1)
n (W) is a bounded empirical process and so Tala-

grand’s inequality applies. Thus by Proposition 3.1 of Giné et al. (2000), we get for
p ≥ 1

E
[
|U (1)
n (W)|p

∣∣Z ′n] ≤ Kp
(
E
[
|U (1)
n (W)|

∣∣Z ′n])p
+Kppp/2 sup

w∈W

(
n∑
i=1

E
[
Φ2
i,1g

2
i (Xi;Z ′n, w)

∣∣Z ′n]
)p/2

+KpppE
[

max
1≤i≤n

|Φi,1|p sup
w∈W

∣∣gi(Xi;Z ′n, w)
∣∣p ∣∣Z ′n] .

Therefore, for p ≥ 1,

E
[
|U (1)
n (W)|p

]
≤ KpE

(
E
[
|U (1)
n (W)|

∣∣Z ′n])p
+Kppp/2E

 sup
w∈W

(
n∑
i=1

E
[
σ2
i,φ(Xi)g

2
i (Xi;Z ′n, w)

∣∣Z ′n]
)p/2

+KpppCpφ(log n)p/αE
[

max
1≤i≤n

sup
w∈W

∣∣gi(Xi;Z ′n, w)
∣∣p]

=: Kp [I + II + III] .

Controlling III : Using (24) from Lemma 6, we get

III ≤ Kppp
[
Epn,2(W) + pp/2Σ

p/2
n,2 (W) + ppΛp2(W)

]
+Kppp

[
(log n)p/2Σ

p/2
n,2 (W) + (log n)pΛp2(W)

]
.
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Controlling II : To control II, we use a technique similar to the one used in Lemma 4.
For this note by (21) that for any w(·, ·)(

n∑
i=1

∫
σ2
i,φ(x)g2

i (x;Z ′n, w)PXi(dx)

)1/2

= sup

{
n∑
i=1

∫
qi(x)σi,φ(x)gi(x;Z ′n, w)PXi(dx) :

n∑
i=1

∫
q2
i (x)PXi(dx) ≤ 1

}
.

Therefore,

II = pp/2E

[
sup
w∈W

sup∑n
i=1

∫
q2i (x)PXi (dx)≤1

∣∣∣∣∣
n∑
i=1

∫
qi(x)σi,φ(x)gi(x;Z ′n, w)PXi(dx)

∣∣∣∣∣
p]
.

Now observe that

n∑
i=1

∫
qi(x)σi,φ(x)gi(x;Z ′n, w)PXi(dx) =

n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w),

where {qi} represents the sequence (q1, . . . , qn) satisfying
∑n

i=1

∫
q2
i (x)PXi(dx) ≤ 1} and

`j(X
′
j ; {qi}, w) :=

n∑
i=1,i 6=j

∫
qi(x)σi,φ(x)wi,j(x,X

′
j)PXi(dx).

Thus

II = pp/2E

 sup
w∈W

sup
{qi}

∣∣∣∣∣∣
n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

∣∣∣∣∣∣
p .

The right hand side is a bounded empirical process and by proposition 3.1 of Giné et al.
(2000), we get

E

 sup
w∈W

sup
{qi}

∣∣∣∣∣∣
n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

∣∣∣∣∣∣
p

≤ Kp

E

sup
{qi}

sup
w∈W

∣∣∣∣∣∣
n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

∣∣∣∣∣∣
p

+Kppp/2 sup
{qi}

sup
w∈W

Var

 n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

p/2

+KpppE

[
sup
{qi}

sup
w∈W

max
1≤j≤n

|Ψ′j,1|p|`j(X ′j ; {qi}, w)|p
]
.

(25)
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We will now control each of the three terms appearing in (25). Using the fact |Ψ′j,1| ≤
KCφ(log n)1/β, we get

E

[
sup
{qi}

sup
w∈W

max
1≤j≤n

|Ψ′j,1|p|`j(X ′j ; {qi}, w)|p
]
≤ Cpψ(log n)p/β sup

w∈W
sup
x′∈X

sup
{qi}
|`j(x′; {qi}, w)|p.

By following the duality argument (21), we get

sup
{qi}
|`j(x′; {qi}, w)| ≤

 n∑
i=1,i 6=j

E
[
σ2
i,φ(Xi)w

2(Xi, x
′)
]1/2

,

and so,

E

[
sup
{qi}

sup
w∈W

max
1≤j≤n

|Ψ′j,1|p|`j(X ′j ; {qi}, w)|p
]

≤ KpCpψ(log n)p/β sup
w∈W,x∈X

(
n∑
i=1

E
[
σ2
i,φ(Xi)w

2(Xi, x
′)
])p/2

= KpΣ
p/2
n,1 (W).

(26)

Also, note that

Var

 n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

 =
n∑
j=1

E
[
σ2
j,ψ(X ′j)`

2
j (X

′
j ; {qi}, w)

]
.

Hence, again following the duality argument (21), we get

sup
{qi}

sup
w∈W

Var

 n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

p/2

≤ sup
{qi}

sup
w∈W

sup
{pj}

 ∑
1≤i 6=j≤n

E
[
qi(Xi)σi,φ(Xi)wi,j(Xi, X

′
j)σj,ψ(X ′j)pj(X

′
j)
]p

.

(27)

Here {pj} represents a sequence (p1, . . . , pn) satisfying
∑n

j=1

∫
p2
j (x)PXj (dx) ≤ 1.

Substituting (27) and (26) in (25), we get

II ≤ Kppp/2

E

sup
{qi}

sup
w∈W

∣∣∣∣∣∣
n∑
j=1

ε′jΨ
′
j,1`j(X

′
j ; {qi}, w)

∣∣∣∣∣∣
p

+Kppp ‖(φwψ)W‖p2→2 +Kpp3p/2Σ
p/2
n,1 (W).

Controlling I : We use Lemma 8 (a restatement of Lemma 2 of Adamczak (2006)) to
control I. In the notation of Lemma 8, take

Wj = (ε′j , Z
′
j), T = (Z1, . . . , Zn, ε1, . . . , εn),
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and for w ∈ W,

fwj (Wj , T ) =
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j .

This implies

S = ET

 sup
w∈W

∣∣∣∣∣∣
n∑
j=1

n∑
i=1,i 6=j

εiΦi,1wi,j(Xi, X
′
j)Ψ

′
j,1ε
′
j

∣∣∣∣∣∣
 = E

[
U (1)
n (W)

∣∣Z ′n] .
Observe that E[S] = E[U (1)

n (W)]. Thus we get for p ≥ 1

E [Sp] ≤ Kp (E[S])p +Kppp/2Υp (28)

+KpppE

 max
1≤j≤n

E

 sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j

∣∣∣∣∣∣ ∣∣Z ′n
p ,

where

Υ := sup
q∈Q

 n∑
j=1

E

(∑
w∈W

ET
[
fwj (Wj , T )qj(T )

])2
1/2

,

with Q defined in Lemma 8. We now simplify the last two terms on the right hand side
of (28). First observe that for the third term

E

 sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)Ψ

′
j,1ε
′
j

∣∣∣∣∣∣ ∣∣Z ′n


≤ KCψ(log n)1/β sup
x∈X

E

 sup
w∈W

∣∣∣∣∣∣
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, x)

∣∣∣∣∣∣
 = KEn,1(W).

To control Υ, observe that∑
w∈W

ET
[
fwj (Wj , T )qj(T )

]
= ε′jΨ

′
j,1

∑
w∈W

ET

qj(T )
n∑

i=1,i 6=j
εiΦi,1wi,j(Xi, X

′
j)

 .
So, using the definition of σ2

j,ψ(·), we get

Υ = sup
q∈Q

 n∑
j=1

E

σ2
j,ψ(X ′j)

∑
w∈W

ET

qj(T )

n∑
i=1,i 6=j

εiΦi,1wi,j(Xi, X
′
j)

21/2

(a)
= sup
{pj},q∈Q

n∑
j=1

E

pj(X ′j)σj,ψ(X ′j)
∑
w∈W

ET

qj(T )

n∑
i=1,i 6=j

εiΦi,1wi,j(Xi, X
′
j)


(b)
= sup
{pj}

E

 sup
w∈W

n∑
i=1

εiΦi,1

 n∑
j=1,j 6=i

∫
pj(x)σj,ψ(x)wi,j(Xi, x)PXj (dx)

 .
30



Equality (a) above follows from the duality argument (21) while equality (b) follows
from the argument given in Lemma 8.

B.2 Auxiliary Lemmas Used in Theorem 2

The following lemma is a rewording of Lemma 2 of Adamczak (2006). For this result,
define the class of functions

Q :=

{
q(·) = (q1(·), q2(·), . . .) :

∞∑
k=1

|qk(T )| = 1 for all T

}
.

The domain of functions in Q is left out on purpose.

Lemma 8. Suppose F := {(fk1 , . . . , fkn) : k ≥ 1} represents a countable class of vector
functions. Define for independent random variables T,W1, . . . ,Wn,

S := ET

sup
k≥1

∣∣∣∣∣∣
n∑
j=1

fkj (Wj , T )

∣∣∣∣∣∣
 ,

where ET [·] represents the expectation only with respect to T . (So, S is a random variable
that depends on W1, . . . ,Wn). If EW [fkj (Wj , T )] = 0 for a.e T , then there exists a
constant K > 0 such that for all p ≥ 1,

E [Sp] ≤ Kp(E[S])p +Kppp/2 sup
q∈Q

 n∑
j=1

E

( ∞∑
k=1

ET [fkj (Wj , T )qj(T )]

)2
p/2

+KpppE

[
max

1≤j≤n

(
ET

[
sup
k≥1
|fkj (Wj , T )|

])p]
.

Proof. Following the proof of Lemma 2 of Adamczak (2006), we get

S = sup
q∈Q

∣∣∣∣∣∣
∞∑
k=1

ET

qk(Y )
n∑
j=1

fkj (Wj , T )

∣∣∣∣∣∣ .
To see this, define q̂(·) = (q̂1(·), . . .) ∈ Q such that

q̂k̂(t) = sign

 n∑
j=1

f k̂j (Wj , T )

 , and q̂k(t) = 0, for k 6= k̂.

Here k̂ satisfying ∣∣∣∣∣∣
n∑
j=1

f k̂j (Wj , T )

∣∣∣∣∣∣ = sup
k≥1

∣∣∣∣∣∣
n∑
j=1

fkj (Wj , T )

∣∣∣∣∣∣ .
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Therefore,

S = sup
q∈Q

∣∣∣∣∣∣
n∑
j=1

( ∞∑
k=1

ET
[
qk(T )fkj (Wj , T )

])∣∣∣∣∣∣ =: sup
q∈Q

∣∣∣∣∣∣
n∑
j=1

gq,j(Wj)

∣∣∣∣∣∣ .
The right hand side above is the supremum of a mean zero empirical process and so by
proposition 3.1 of Giné et al. (2000), we get

E [Sp] ≤ Kp(E[S])p +Kppp/2 sup
q∈Q

 n∑
j=1

E
[
g2
q,j(Wj)

]p/2

+KpppE

[
max

1≤j≤n
sup
q∈Q
|gq,j(Wj)|p

]
.

From the definition of Q, we get

sup
q∈Q
|gq,j(Wj)| = sup

q∈Q

∣∣∣∣∣
∞∑
k=1

ET
[
qk(T )fkj (Wj , T )

]∣∣∣∣∣ = ET

[
sup
k≥1
|fkj (Wj , T )|

]
.

Thus,

E

[
max

1≤j≤n
sup
q∈Q
|gq,j(Wj)|p

]
= E

[
max

1≤j≤n

(
ET

[
sup
k≥1
|fkj (Wj , T )|

])p]
.

So, the result follows.

C Proof of the Maximal Inequality

The following moment bound of Rademacher chaos is used in the proof. See corollary
3.2.6 of de la Peña and Giné (1999) and inequalities leading to (4.1.20) on page 167 of
de la Peña and Giné (1999).

Lemma 9. Let Z be a homogeneous Rademacher chaos of degree 2, that is,

Z :=
∑

1≤i 6=j≤n
εiεjai,j ,

for some constants ai,j , 1 ≤ i 6= j ≤ n. Then ‖Z‖ψ1
≤ 4esn, where

s2
n :=

∑
1≤i 6=j≤n

a2
i,j .

Proof of Theorem 3. As before, let Xn := {X1, X2, . . . , Xn}. Also, let

Zε(f) :=

∣∣∣∣∣∣ 1√
n(n− 1)

∑
1≤i 6=j≤n

εiεjfi,j(Xi, Xj)

∣∣∣∣∣∣ .
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By Lemma 9, we get conditional on Xn,

‖Zε(f)‖ψ1|Zn ≤ 4e

 1

n(n− 1)

∑
1≤i 6=j≤n

f2
i,j(Xi, Xj)

1/2

≤ 4e ‖f‖2,Pn ,

where

‖f‖2,Pn :=

 1

n(n− 1)

∑
1≤i 6=j≤n

f2
i,j(Xi, Xj)

1/2

,

and define the discrete probability measure Pn with support {X1, . . . , Xn} as

Pn({Xi}) :=
1

n
for 1 ≤ i ≤ n.

Now, following the proof of Theorem 5.1.4 of de la Peña and Giné (1999),∥∥∥∥max
f∈F

Zε(f)

∥∥∥∥
ψ1|Xn

≤ C
∫ ∆n

0
logN

(
ε,F , ‖·‖2,Pn

)
dε,

where
∆n := sup

f∈F
‖f‖2,Pn .

Therefore, ∥∥∥∥max
f∈F

Zε(f)

∥∥∥∥
ψ1|Xn

≤ C ‖F‖2,Pn J2

(
∆n

‖F‖2,Pn
,F , ‖·‖2

)
.

This implies that

E

[
sup
f∈F

Zε(f)

]
≤ CE

[
‖F‖2,Pn J2

(
∆n

‖F‖2,Pn
,F , ‖·‖2

)]
. (29)

Using concavity of (x, y) 7→ √
yJ2(

√
x/y,F , ‖·‖2) as in the proof of Theorem 2.1 of

van der Vaart and Wellner (2011), it follows that

E

[
‖F‖2,Pn J2

(
∆n

‖F‖2,Pn
,F , ‖·‖2

)]
≤ ‖F‖2,P J2

(√
E [∆2

n]

‖F‖2,P
,F , ‖·‖2

)
, (30)

where

‖F‖22,P :=
1

n(n− 1)

∑
1≤i 6=j≤n

E
[
F 2
i,j(Xi, Xj)

]
.

At this point the proof of Theorem 5.1 of Chen and Kato (2017) uses Hoeffding averaging
to bound E

[
∆2
n

]
which proves the result for iid random variables Xi. To allow for non-

identically distributed random variables Xi, 1 ≤ i ≤ n, we bound E[∆2
n] in terms of J2
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on the right hand side of (30). This is similar to the proof of Theorem 2.1 of van der
Vaart and Wellner (2011). To bound E

[
∆2
n

]
, define for f ∈ F ,

W (1)
n (f) :=

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n

{
f2
i,j(Xi, Xj)− E

[
f2
i,j(Xi, Xj)|Xi

]}

−
{
E
[
f2
i,j(Xi, Xj)|Xj

]
+ E

[
f2
i,j(Xi, Xj)

]}∣∣∣∣∣∣ ,
W (2)
n (f) :=

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n

{
E
[
f2
i,j(Xi, Xj)|Xi

]
− E

[
f2
i,j(Xi, Xj)

]}∣∣∣∣∣∣ ,
W (3)
n (f) :=

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n

{
E
[
f2
i,j(Xi, Xj)|Xj

]
− E

[
f2
i,j(Xi, Xj)

]}∣∣∣∣∣∣ .
Using these definitions, we get

∆2
n ≤ sup

f∈F
W (1)
n (f) + sup

f∈F
W (2)
n (f) + sup

f∈F
W (3)
n (f) + Σ2

n(F), (31)

where

Σ2
n(F) := sup

f∈F

1

n(n− 1)

∑
1≤i 6=j≤n

E
[
f2
i,j(Xi, Xj)

]
.

By decoupling and symmetrization, we obtain

E

[
sup
f∈F

W (1)
n (f)

]
≤ CE

sup
f∈F

1

n(n− 1)

∣∣∣∣∣∣
∑

1≤i 6=j≤n
εiεjf

2
i,j(Xi, Xj)

∣∣∣∣∣∣
 .

Set for f ∈ F ,

Rε(f) :=
1√

n(n− 1)

∑
1≤i 6=j≤n

εiεjf
2
i,j(Xi, Xj).

Again by Lemma 9 and using |fi,j(x, x′)+gi,j(x, x
′)| ≤ 2R for all f, g ∈ F and x, x′ ∈ X ,

we get

‖Rε(f)−Rε(g)‖
ψ1

∣∣Xn ≤ 8eR

 1

n(n− 1)

∑
1≤i 6=j≤n

(fi,j(Xi, Xj)− gi,j(Xi, Xj))
2

1/2

≤ 8eR ‖f − g‖2,Pn .

Hence by following the first part of the proof, we get

E

[
sup
f∈F

W (1)
n (f)

]
≤ C

R ‖F‖2,P
n

J2

(√
E [∆2

n]

‖F‖2,P
,F , ‖·‖2

)
.
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Substituting this in (31) after taking expectations,

‖∆n‖22
‖F‖22,P

≤ CB2
nJ2

(
‖∆n‖2
‖F‖2,P

,F , ‖·‖2

)
+A2

n,

where

B2
n :=

R

n ‖F‖2,P
and A2

n :=
E
[
supf∈F W

(2)
n (f)

]
+ E

[
supf∈F W

(3)
n (f)

]
+ Σ2

n(F)

‖F‖22,P
.

It follows that
‖∆n‖22
‖F‖22,P

≤ Cb2nJ2

(
‖∆n‖2
‖F‖2,P

,F , ‖·‖2

)
+ a2,

for any a ≥ An and b ≥ Bn. Therefore, by Lemma 2.1 of van der Vaart and Wellner
(2011), it follows that for any a ≥ An and b ≥ Bn,

J2

(
‖∆n‖2
‖F‖2,P

,F , ‖·‖2

)
≤ CJ2(a,F , ‖·‖2)

[
1 +

J2(a,F , ‖·‖2)b2

a2

]
.

Substituting this in (30) and (29), we get

E

[
sup
f∈F

Zε(f)

]
≤ C ‖F‖2,P J2(a)

[
1 +

J2(a2,F , ‖·‖2)b2

a2

]
,

for any a ≥ An and b ≥ Bn. The result is proved.
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Houdré, C. and Reynaud-Bouret, P. (2003). Exponential inequalities, with constants,
for U-statistics of order two. In Stochastic inequalities and applications, volume 56 of
Progr. Probab., pages 55–69. Birkhäuser, Basel.
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