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Abstract
The paper demonstrates that social alignment is distinct from value alignment as it 
is currently understood in the AI safety literature, and argues that social alignment 
is an important research agenda. Work provides an important example for the argu-
ment, since work is a cooperative endeavor, and it is part of the larger manifold of 
social cooperation. These cooperative aspects of work are individually and socially 
valuable, and so they must be given a central place when evaluating the impact of 
AI upon work. Workplace technologies are not simply instruments for achieving 
productive goals, but ways of mediating interpersonal relations. They are aspects 
of a cooperative interface i.e. the infrastructure by which we engage cooperative 
behavior with others. The concept of the cooperative interface suggests two con-
jectures to foreground in the social alignment agenda, motivated by the experience 
of algorithmic trading and social robotics: that AI impacts cooperation through its 
effects on social networks, and through its effects on social norms.

Keywords AI safety · AI ethics · Social alignment · Value alignment · 
Cooperative interface · Future of work

Research in AI safety has largely been framed in terms of the problem of value align-
ment i.e. how to align automated processes with human values so that they produce 
the outcomes we actually want (e.g. Christian 2020; Kearns and Roth 2020; Russell 
2019; Bostrom and Yudkowsky 2018; Soares 2016). I will contrast value alignment 
with social alignment, which concerns the impact of automation upon cooperative 
social networks, social norms, and other aspects of the cooperative interface. I will 
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clarify and illustrate these concepts, and show that they deserve a special place on the 
research agenda of AI ethics.

The argument of the paper isn’t entirely conceptual, since the content of value 
alignment is not straightforwardly produced by our conceptual capacities as revealed 
by linguistic intuitions, but instead emerges from a research practice i.e. the particular 
research questions, approaches, and theories that articulate a distinctive problem with 
that name. Therefore one premise of the argument is practical: research in AI safety 
as it is currently practiced has left out an important concern, namely social alignment. 
Social alignment takes seriously the impact that even well-aligned machines might 
have upon social cooperation, since it considers the social and institutional responses 
to AI to be a key part of AI’s cooperative impact. There is also a conceptual premise: 
social alignment is not simply value alignment with the assumption that cooperation 
is our goal. Finally, the argument has a normative premise: social cooperation is an 
important goal. The conclusion of the argument is that social alignment research 
should be given a prominent place on the AI safety research agenda, since it raises 
questions that are either unlikely to be considered or cannot be considered by the 
value alignment agenda.

This conclusion is a general one about AI ethics, but I will often focus on the impact 
of AI upon work. This is a particularly relevant domain for focusing the argument, 
given that work is an important but sometimes neglected site of social cooperation, 
as I describe in Sect. 1. Section 2 turns to the conceptual and practical distinctive-
ness of social alignment. This distinctiveness is best understood by consideration of 
what I will call “the cooperative interface” i.e. the complex of norms, practices, and 
technologies that allow us to engage in cooperation with each other. Given that affor-
dances for interpersonal cooperation emerge from this complex, the alignment of a 
new technology with our preferences does not entail that the cooperative interface 
will be positively impacted. Section 3 generalizes the point that automation and AI in 
the workplace may negatively impact social alignment. It presents two conjectures: 
that automation restructures social networks in a way that changes the distribution 
of cooperation, and that it erodes norms of interpersonal cooperation. Section 4 con-
cludes by showing that social alignment is practically and conceptually distinct from 
value alignment, since it raises questions about the cooperative interface that are not 
simply questions about the alignment of particular technologies with human values.

1 The Workplace as a Cooperative Institution

In this section I argue that AI safety should be concerned with its impact on coopera-
tion, including (as an important case) its impact on cooperation at work.

I will primarily be concerned with showing that cooperation at work is a good 
means for establishing basic social cooperation i.e. the kind of cooperation that is 
the basis of a stably fair society. As such, cooperation at work is merely instrumen-
tally valuable, but this does not undermine its value, given the intrinsic importance 
of basic social cooperation. Until we have guaranteed better ways to establish basic 
social cooperation, we should be mindful of how technological change affects our 
current ways of establishing it.
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Why think that basic social cooperation is an intrinsic good? Claims about intrin-
sic value are hard to defend and there is no room here to defend such a founda-
tional assumption. But the assumption can be motivated by pointing out that the 
value of basic social cooperation is implicit in the social contract tradition that is the 
central tradition of modern political philosophy. Hobbesian contractarianism, one 
of the central forms of the social contract tradition, is premised on the idea that we 
have reason to accept the authority of morality and the state because we all stand 
to benefit from cooperation with each other (e.g. Narveson 2001: 142–159). And in 
the contractualism of John Rawls, which played a defining role in the resurgence of 
political philosophy in the late twentieth century, the very idea of a just society is that 
of a fair system of cooperation (Rawls 1999: xv, 88). Following this Rawlsian idea, 
I take basic social cooperation to be the condition of possibility of any social ideal 
worth pursuing. This does not provide an argument that we should maximize or even 
increase present levels of cooperation, but it does suggest that we should be wary of 
threats to present levels of cooperation. Such wariness is a sufficient normative start-
ing point for this paper’s argument.

Why should we care about cooperation at work? The workplace is a coopera-
tive institution in the sense that it is part of the larger cooperative infrastructure of a 
democratic society and advances basic social cooperation. Workplace cooperation is 
at least instrumentally important because of its connection to basic social coopera-
tion. The importance of basic social cooperation is an assumption that runs through 
the mainstream of political philosophy: such cooperation is the basis for the other 
goods of society.

There are at least two important dimensions of workplace cooperation, the produc-
tive and pedagogical. Though they are related in practice, I distinguish these dimen-
sions of cooperation since it is the pedagogical dimension of workplace cooperation 
that has special ethical significance through its connection to basic social cooperation.

The productive dimension of workplace cooperation refers to the way in which 
cooperation at work is a crucial aspect of economic production. Indeed, the reason 
there are workplaces in the first place is the same reason that there are firms: to enable 
the sort of cooperation that facilitates economic production. As noted by the theory 
of the firm, there are a variety of transaction costs that would be an obstacle to profit-
able forms of production taking place by way of market allocation, but that can be 
overcome by organizing production within the firm (Williamson 1973, 2010; Klein 
1988; Rajan and Zingales 2001). Firms arise as an equilibrium outcome of the efforts 
of individuals to reach optimal contracts with each other against the background of 
agency costs, including the costs to a principal of monitoring the agent’s behavior 
(Jensen and Meckling 1976; Alchian and Demsetz 1972). The collocated workplace, 
and the productive aspect of cooperation associated with it, can also be viewed as an 
equilibrium outcome of attempts to overcome such agency costs as monitoring and 
shirking (Yellen 1984).

It is tempting but misleading to think that the kind of cooperation suggested by 
this economic theory of the firm is so thin that it does not deserve the term. Indeed, 
philosophers who study work commonly emphasize the role of hierarchical authority 
in the workplace, and the moral deficiencies of such hierarchy (Hsieh 2005; Ander-
son 2017; Frega et al. 2019; Tsuruda 2020). The philosophical emphasis on authority 
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echoes the original conception of the firm in economic theory (Coase 1937), which 
assumed that insofar as employees are subject to the authority of managers who are 
superior to them in a chain of command, these managers will have the power to moni-
tor workers and to direct them in minute detail, thus overcoming transactions costs 
that would be an obstacle to competitive production. Yet the economic theory of the 
firm has evolved beyond this emphasis on hierarchical authority. The influential team 
production model of the firm (Alchian and Demsetz 1972) points out that the produc-
tive efficacy of the firm is due not solely to hierarchical authority, but to the fact that 
the firm involves a network of contractual relations in which a central node of the 
network is able to coordinate production as a team.

The pedagogical dimension of workplace cooperation refers to the way in which 
working together teaches us the more general skill of civic cooperation i.e. living 
together as members of a political community. There are at least three ways in which 
we learn valuable skills at the workplace that directly transfer to our ability to live 
well together as a political community.

First, the workplace requires that we work peacefully and productively, and often 
closely, with strangers with whom we are likely to disagree, and who likely have dif-
ferent demographic features and social positions, and divergent interests. In this way 
we learn the skills of working together with strangers and accommodating divergent 
viewpoints and behaviors. Now, the degree to which our workplaces tolerate differ-
ence and encourage diversity is no doubt disappointing to many of us. Yet it is still 
notable, and no accident, that civil rights legislation in the US has taken the work-
place as a site of special significance. For example, Title VII of the Civil Rights Act 
of 1964, which targets discrimination and harassment in the workplace, has become 
a model for other antidiscrimination legislation, as has the Americans with Disabili-
ties Act of 1990, which also places great emphasis on workplace accommodation of 
people of all abilities. These legislative initiatives wisely use the workplace as a lever 
for achieving social integration, because most people must work, and most workers 
must work with strangers. Therefore workplaces are where people are mostly likely 
to encounter difference, and are good places for the state to encourage the virtues of 
diversity and toleration (Estlund 2003).

Second, the workplace establishes valuable social networks that further our coop-
erative capacities. The sociologist Mark Granovetter’s (1973) work on weak ties 
showed that networks made up of relatively low-intensity social relations can be 
important in the diffusion of ideas and knowledge. Burt (1992, 2005, 2010) has fur-
thered this project of social network analysis by showing how an individual’s posi-
tion in a social network constitutes valuable social capital. Many of his examples 
are drawn from the world of work, unsurprisingly so given how important social 
networks are to our working lives. It is also well documented that social networks 
are an important way that people hear about job opportunities and obtain jobs (e.g. 
Granovetter 1995). Yet the reach of a job seeker’s social network may depend upon 
their race and gender (Pedulla and Pager 2019; MacDonald 2009). Therefore one 
reason to integrate workplaces is to foster diverse social networks that will enhance 
economic opportunities for all (Anderson 2010).

Third, some forms of work enhance cognitive and conative capacities (such as 
the ability to take in complex forms of information, engage in rational deliberation 
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with others, and exercise autonomous choice in a responsible manner) that are in turn 
valuable for exercising the civic capacities that enable a well functioning democ-
racy (Satz 2023). In their early study of comparative political culture, Almond and 
Verba argued that the experience of authority and autonomy at work has an influence 
upon workers’ capacities to engage in the political system, such as willingness to 
make appeals to government officials or form lobbying groups (1963: 363–366). Satz 
gathers similar evidence suggesting that the complexity and hierarchical nature of 
work can have an effect on workers’ cognitive abilities, self-esteem, emotional intel-
ligence, and self-direction outside of work, concluding that “[w]ork, whatever else it 
is, seems to be a giant school” (Satz 2023: 21).

In sum, the workplace is a cooperative institution both in the sense that its produc-
tive efficiency is based on cooperation between workers, and in the sense that it is 
part of the larger cooperative infrastructure of a democratic society. Its cooperative 
nature is a valuable part of our social arrangements as they presently are. To this 
the objection may be raised that cooperation in the workplace is not an essential 
ingredient of social cooperation, since if we were to do away with work other insti-
tutions that better enable cooperation might take its place. I am happy to concede 
this possibility. My argument is not that work is metaphysically required for social 
cooperation, but simply that in our present form of society it plays an important role 
in educating workers in the forms of social cooperation that we value. In this respect 
it is the pedagogical dimension of work that is particularly important, as we can see if 
we contemplate how we would replicate the function of antidiscrimination legislation 
in a world without work. Perhaps we could replace this function with due thought and 
effort, but we should not expect it to survive technological change automatically. This 
sort of threat is enough to give normative grounds for the research agenda I propose 
here.

2 The Cooperative Interface

A focal point for thinking about the impact of automation upon social cooperation 
is what we might call the “cooperative interface”. In what follows I’ll give several 
examples of the cooperative interface in different contexts: traffic intersections, office 
doors, and assembly lines. More abstractly, the cooperative interface is the infra-
structure that determines the opportunities for cooperation, the affordances that allow 
individuals to engage in cooperation, and the styles of cooperation that are salient. 
The importance of this idea is its abstraction. Cooperative styles and affordances 
emerge from the complex interaction of social norms, organizational forms, and tech-
nological and material architectures. The idea of the cooperative interface allows 
us to move between thinking about the broad impact of technological change upon 
basic social cooperation and the specificities of how technology shapes cooperation 
in highly specific contexts, such as particular workplaces. In particular, it connects 
empirical questions about technological change with normative and conceptual ques-
tions about the kinds of cooperation we value. The section will end by highlighting 
how the idea of the cooperative interface is continuous with the discipline of human-
computer interaction, while also going beyond it.
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We are familiar with the concept of an interface from computing: the command 
line is one way of interacting with a computer, the point-and-click graphical user 
interface is another. In fact, all of our tools have interfaces i.e. ways of interacting 
with them in order to activate their functions. The idea of a cooperative interface 
rests on two further thoughts. First, social cooperation involves forms of interac-
tion, i.e. there are particular ways in which we activate cooperation and interact with 
others’ cooperative behaviors. Second, our machines (as well as our organizational 
structures and social norms) are elements of these forms of interaction and thereby 
shape the possibilities for activating social cooperation and determine which of these 
possibilities appear ready to hand. Accordingly, machine interfaces can be more or 
less cooperative in the sense that they make it relatively easier or harder to engage 
in cooperative behavior with others, and they make available different styles and 
parameters of cooperation by presenting different affordances for engaging coopera-
tive behavior with others. In this way they help to determine the interface by which 
we cooperate with others.

Let me illustrate these ideas in a familiar setting. Imagine two intersecting roads, 
and drivers proceeding in different directions along each road. One driver wants to 
continue in her current direction, another approaches from the opposite direction 
and wants to use the intersection to turn across the first driver’s path. Each wants to 
proceed as quickly as possible, but none wants to collide. How can they cooperate 
in doing so? First, consider the design of each driver’s car. Likely they each have 
turn signals i.e. lights that display that a driver intends to turn left or right. The fact 
that one driver can show his intention to turn makes it easier for the other driver to 
cooperate by slowing down and yielding. The stalk or lever that the driver uses to 
turn on these lights is part of the car’s interface—it is his way of interacting with the 
system of the car to activate the turn signal. But the light itself, which is really to say 
the signaling system of which it is the manipulable part, is an aspect of the coop-
erative interface—it is the way in which the turning driver engages in a cooperative 
interaction with the approaching driver. A driver who lacks such a signaling system 
would have to find another way of engaging cooperation, such as using hand signals 
or reading intent from facial and behavioral cues. In that case, the fact that each has 
a clear windscreen rather than a tinted windscreen would make cooperation more or 
less readily available—suggesting that the transparency or opaqueness of a vehicle 
should be regarded as another aspect of the cooperative interface.

It is not just the engineering of our cars that makes cooperation on the road pos-
sible. The design of the roads plays an important role too. A variety of designs is 
available to allow our drivers to coordinate their behavior where their paths cross: 
an intersection with traffic lights, a roundabout, a four way stop. Each of these will 
have different effects upon cooperation because of the opportunities for interpersonal 
interaction they make available and salient. The four way stop, for example, will 
require more of each driver’s attention than the intersection with traffic lights, but 
it may be more efficient at times of low traffic and therefore reduce frustration. And 
note that the idea of a cooperative interface does not single out the design of the roads 
or of the car, but treats these as working together. The combination of turn signals 
with a roundabout constitutes a different interface than the combination of turn sig-
nals with a four way stop. Therefore institutional design—road planning and traffic 
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law, in this case—is as important a part of the cooperative interface as the engineer-
ing of the machines we use on the road, and it is particularly important to think about 
how these elements work together.

There is a more or less empirical question about the optimality of cooperative 
interfaces—whether some car-and-road architectures interfaces will make it easier 
to activate cooperative behavior than others. But there are also questions about the 
design of a cooperative interface that are not entirely empirical. One such question 
concerns which style of cooperation we prefer: do we want the cooperative interface 
to emphasize the autonomy of drivers, so that much depends on their choice whether 
to cooperate or be polite (such as at a four way stop)? Or do we prefer to foreground 
the safety of drivers over their autonomy (as in the case of traffic lights)? Do we care 
more about cooperation between drivers who interact at the intersection than we care 
about their feelings toward the generalized population, such as the feeling of frustra-
tion one might feel at a slow traffic light? These are normative questions about the 
style of cooperation we value in a context. There are also questions about the peda-
gogical effects of the cooperative interface, i.e. the impact that it has on the coopera-
tive dispositions of drivers and others. Do we want drivers to frequently engage in 
effortful cooperation at intersections in the hopes that they will be habituated into 
being more cooperative drivers elsewhere? This is partly an empirical question about 
how a driver’s character is likely to be shaped by a particular interface, and partly a 
normative question about when and why we care about cooperation on the roads, and 
whether we care about individuals having cooperative virtues.

These are questions of political philosophy in part because they have a norma-
tive element, but also because they are about the general structure of society, to the 
extent that the cooperation local to the cooperative interface (say: cooperation on 
the roads) is connected with cooperation in the rest of society. The fact that drivers 
are less prone to road rage may well lead to less fear of strangers in society at large, 
and a more polite culture on the road may both reflect and instill a more polite cul-
ture in the town hall. Whether this is in fact so is again an empirical question. But if 
there are such connections, then there are philosophical questions about how to value 
increased cooperation in one area of life given its effects upon cooperation elsewhere 
and given the tradeoffs in other values such as efficiency and autonomy.

The example of the cooperative interface of driving is an illustration of a general 
point: our machines and institutions can be more or less helpful in enabling us to 
engage in cooperative interactions with each other, and they can affect our coopera-
tive style and dispositions. For an example closer to our topic of work, consider the 
humble office door. The office door, when shut, is helpful to an office occupant who 
wants privacy or undisturbed focus time. When open, it is helpful to the occupant as 
well as her colleagues because it facilitates communication. Indeed, it enables com-
munication rather than simply allowing it: the fact that the door could easily have 
been shut makes an open door into a signal that interaction is welcomed. The office 
door is in this way part of the cooperative interface of the workplace. It presents an 
affordance for engaging in a particular style of cooperation, one that proceeds by way 
of signaling communicative and collaborative intentions, and so it is not simply a 
neutral instrument in the cooperative landscape.
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By contrast, the open office encourages more frequent encounters with colleagues, 
but by disabling the signaling function of the office door it also facilitates a different 
cooperative style, one that may result in more extreme non-cooperative behaviors 
such as avoiding the office altogether or working with headphones on. Studies sug-
gest that open offices lead (against intuitive expectations) to a decrease in face-to-
face interaction in favor of electronic communication (Bernstein and Turban 2018). 
This fact does not mean that there is less cooperation in an open office. That will 
depend on what behaviors count in a particular context as cooperative. Thus explor-
ing the cooperative interface is not a purely empirical task. Different artifactual and 
institutional design present different affordances for cooperative behavior, encourag-
ing individuals to engage (or not) in cooperation according to different styles. Study-
ing the cooperative interface is partly conceptual and normative insofar as we must 
articulate and evaluate the cooperative styles made available by different interfaces.

The same point can be made by considering the assembly line as an essential part 
of the cooperative interface of the industrial factory. On the one hand, the assembly 
line makes possible a massive increase in cooperation of a relatively thin sort. By 
giving factory workers specialized roles and using automation to organize these roles 
into a cohesive process, it is possible to coordinate many more workers than previ-
ously possible and thereby achieve large economies of scale (Ford 1922). On the 
other hand, the assembly line isolates workers, makes it harder for them to interact 
with each other socially beyond the coordination scheme imposed by the assembly 
line, and makes their work feel less meaningful in the broader scheme of their social 
lives (Walker and Guest 1952). It is not trivial to say that the assembly line has 
increased or decreased the amount of cooperation in the factory. All that is evident is 
that there has been a qualitative change whose evaluation requires further conceptual 
and normative inquiry into the forms of cooperation we value and the tradeoffs we 
are willing to make.

These examples—the office door and the assembly line—should not be under-
stood as purely technological or physical phenomena. They combine the material 
aspects of the workplace with social and organizational aspects of work. So the coop-
erative interface of the workplace should be seen as an abstraction that emerges from 
the interactions of physical architecture (e.g. whether the workplace is an open office, 
an office with doors, a remote office, or some other design); organizational structure 
and social and legal norms (e.g. whether the workplace is unionized, flat or hierar-
chical, and what sort of informal social culture it has); and the kinds of technology 
used in the workplace (e.g. whether workplace participants work with dangerous 
machines, whether they communicate in person or through synchronous or asynchro-
nous messaging).

Given this complexity, it is difficult to predict a priori what the impact of a par-
ticular technology will be in a particular organizational context, and we should not 
expect the relation between AI and cooperation to be straightforward. Certainly, the 
introduction of computer-mediated communication has not had a straightforward 
impact upon cooperation between humans. Consider a study by Kiesler et al. (1996) 
that showed that people were more likely to cooperate with other human beings in 
a Prisoner’s Dilemma setting than with computer partners. The study nonetheless 
found that cooperation with computer partners increased where the computer com-

1 3



Automation, Alignment, and the Cooperative Interface

munication was more human-like i.e. used a human voice or synthesized human 
face. This suggests that there are parameters that affect cooperative behavior when 
it is mediated by computers, and indeed subsequent research has found that different 
modalities of computer-mediated communication do differentially affect cooperation 
(Jensen et al. 2000; Brosig et al. 2003). These modalities appear to affect the quality 
of communication, its synchronicity, and therefore the salience of social norms of 
cooperation (Bicchieri and Lev-On 2007). In addition, recent work in consumer psy-
chology shows that people will disclose more about themselves on their smart phones 
than on their laptops (Melumad and Meyer 2020). This sort of finding suggests that 
there are more relevant factors than simply the modality of communication, but also 
(for example) the attachment an individual has built with certain pieces of technology 
(Melumad and Pham 2020; Fullwood et al. 2017).

In light of such non-linearities, the idea of the cooperative interface provide us 
with a framing device for inquiries into the cooperative impact of different combina-
tions of technological circumstances and institutional design. The idea of the coop-
erative interface is particularly appropriate for thinking about the impact of AI, given 
that the idea of an interface has already been so important in the history of computing 
in general, and the field of human-computer interaction (HCI) in particular (Erick-
son and McDonald 2007). HCI emphasizes the concept of interaction, previously 
reserved for interpersonal relations, and applies it to human-machine relations (Such-
man 2012: 34). The project of artificial intelligence has itself been put in the language 
of HCI by being described as a way of enabling “mutual intelligibility” of humans 
and computers (Suchman 2012: 31).

The research program I aim to articulate here extends this focus on interaction: but 
it is not primarily about mutual intelligibility of human and machine, but rather how 
machines mediate human cooperation. The program fits naturally with contemporary 
insights in the philosophy of action. Human action is distinctive insofar as it is guided 
by intentions, which we can think of as the elements of planning (Bratman 1987). The 
planning conception of intentional action can be extended to the shared activities we 
undertake together with other human beings, insofar as cooperative action involves 
plans that refer to the intentions of others (Bratman 1992, 2014). But our plans can 
also refer to the states and operations of machines and other artifacts, and these arti-
facts can also occlude or present the intentions of others for cooperative activity. The 
cooperative interface highlights this nexus of interpersonal attitudes and machine 
mediation. It therefore shifts our attention beyond the question of mutual intelligi-
bility with machines and toward the question of how machines mediate the mutual 
intelligibility of one human being and another.

3 Automation and the Cooperative Interface

The idea of the cooperative interface focuses our attention on the impact of AI and 
automation on interpersonal cooperation. The cooperative functions of the workplace 
outlined in Sect. 1 moves us to ask about this impact on the workplace in particu-
lar, and with special urgency. This section will explore some ways in which AI and 
automation might impact cooperation at work. It presents two conjectures about the 
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cooperative impact of AI and automation upon social networks and social norms, 
as examples of the kind of inquiry brought into focus by the cooperative interface. 
Each conjecture is motivated by an example of a negative cooperative impact of AI: 
increased secrecy and opacity in the case of the automation of financial markets, and 
the entrenchment of gender stereotypes with regard to domestic and servant roles by 
the anthropomorphizing of AI agents. But there is no reason to limit our attention to 
such negative impacts only, especially as we aim to improve our existing cooperative 
interfaces.

Note that I will talk of AI and automation so as to avoid the risk of conflating these 
(as talk of robots often does). I follow economists Agrawal et al. (2018) in thinking 
of AI as a class of techniques for making predictive judgments, and automation as the 
replacement of humans in a given workflow. There is a close connection insofar as 
AI often leads to automation of some aspect of workflow. But human replacement is 
not a necessary outcome, since the increased ability to make effective predictions by 
using AI may also create opportunities for human beings to make these predictions 
useful by adding their capacity for non-predictive judgment, decision-making, and 
action. Analogously, the development of spreadsheets made arithmetical calculations 
cheap and quick, but did not do away with the need for bookkeepers. Instead it cre-
ated opportunities for the kind of analysis and judgment that spreadsheets could not 
do on their own, but that humans equipped with spreadsheets could do (Agrawal et 
al. 2018: 141–142). Still, there are cases in which AI is likely to change a workflow 
in ways that make it easier to replace human beings—according to some estimates, 
as much as half of current employment is threatened (Frey and Osborne 2017; cf. 
Eloundou et al. 2023; Susskind 2020: 91).

Nonetheless, the central concern for our attention here is not that AI will erase 
some jobs. Rather, it is the impact that AI and automation might have on human-
human cooperation, and the fact that design principles for tailoring this impact have 
not yet been the focus of specialized disciplinary attention. Indeed, we have already 
been blindsided by the impact that AI has had on cooperation in the political sphere, 
given that AI plays a central role in the governance of the social media platforms that 
have played an important part in the political polarization of the past decade (Tufekci 
2018; Lorenz-Spreen et al. 2022; cf. Brown et al. 2022, Chen et al. 2022). Though 
it does not foreground AI, Zeynep Tufekci’s (2017) study of the use of social media 
by 21st century protest movements is an exemplary examination of how we might 
think about the automated cooperative interface. Tufekci describes the distinctive 
affordances of social media, showing how they at once enable swift decentralized 
organization and fail to foster the depth of cooperation that accompanied older modes 
of organizing. We should consider the impact of AI and automation with a similar 
attention to its cooperative affordances, examining both the novel opportunities for 
cooperation and the distinctive style and limits of cooperation that these new tech-
nologies foster.

As an illustration of how we might pursue this research agenda, I make two con-
jectures about the sorts of cooperative impact we can expect AI to have. These are 
both empirical claims, and while I will motivate them here I do not purport to present 
empirical confirmation of them, given that the aims of the paper are conceptual and 
normative. In addition, the conjectures do not make claims that any impact is essen-
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tial to AI. Rather, we should expect the social impact of AI to be the result of a social 
process that is determined in part by the nature of that technology and in part by the 
existing social environment.

The first conjecture concerns AI’s impact on social capital. The second concerns 
AI’s impact on social norms. Social capital, understood as the advantages gained 
from one’s position in a social network, is an important determinant of whether, 
how, and with whom human beings will cooperate (Burt 1992, 2005, 2010). Social 
norms, understood as the generally shared expectation that people will behave in a 
certain way and deserve criticism for not acting in that way, is one of the enabling 
circumstances of cooperation (Bicchieri 2006). Therefore understanding AI’s impact 
on these dimensions of cooperation is an important way of understanding how AI 
shapes our cooperative interface.

My first conjecture is that AI and automation radically redistribute social capital by 
reintermediating social networks, typically reducing the need for thick interpersonal 
relationships within an industry or market and therefore reducing the social capital 
of those who would have brokered these relationship. This amounts to a reduction 
of cooperation of the kind we see in thick interpersonal relationships, though it may 
increase other styles of cooperation by making market or institutional opportunities 
more widely available.

An example of this sort of redistribution of social capital by reintermediation 
could be seen in the financial services industry, starting with the introduction of elec-
tronic trading in the 1980s and culminating in the algorithmic high-frequency trad-
ing (HFT) that is a prominent part of markets in the early 21st century (MacKenzie 
2015, 2017, 2018, 2021; Lange 2016; Zaloom 2006). Before the 1980s, trading was a 
very embodied and social activity. As reported in Donald Mackenzie’s ethnographic 
work on the futures open outcry pits of the Chicago Mercantile Exchange (CME), 
trading rewarded those who were tall and those who could yell, i.e. those who could 
make eye contact with brokers and enter their trades before others (Mackenzie 2021: 
44–47; Melamed 2009: 26). This physicality was accompanied by thick interpersonal 
relationships. in which reciprocity and reputation mattered (Mackenzie 2021: 45).

The physical and social architecture of the open outcry pit was so taken for granted 
that the first proposal for electronic trading systems attempted to replicate the look of 
a trading pit, identifying orders with named avatars who could not be present in more 
than one electronic pit at a time (MacKenzie 2021: 50). Today the idea of trading by 
clicking on someone’s named avatar in an electronic representation of a trading pit 
will seem absurd to anyone who has traded on an electronic exchange with a central 
order book. The social assumptions of trading, and the opportunities available to 
participants, have changed dramatically. Orders can be placed from anywhere in the 
world with the click of a button and without knowledge of who one’s counterparties 
are. Given this impersonality, one may as well have a bot as one’s counterparty—and 
very frequently this is what the ordinary retail investor or trader has for a counter-
party, given that around half of trading volume on US exchanges is due to high-fre-
quency trading (HFT) conducted by algorithms (Zaharudin, Young, and Hsu 2021).

HFT is the culmination of the digitization and automation of financial markets. 
Algorithms compete, interact, and learn from each other in dark pools (exchanges 
open only to large institutional clients with opaque order books) with unknowable 
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outcomes in a sort of electronic Darwinian ferment (MacKenzie 2019). HFT shops 
employ a variety of strategies for intraday trading, but many of them rely on speed 
and opaqueness to arbitrage differences in speed and information that arise from the 
flow of trades (Aquilina et al. 2022; MacKenzie 2021; Lewis 2014; Patterson 2012). 
But behind the impersonal workings of algorithms is a social practice that emphasizes 
conflict over cooperation, disembodied engagement with anonymous opponents, and 
ostentatious displays of secrecy even within trading firms (Lange 2016; Preda 2013; 
Knorr Cetina 2009; Knorr Cetina and Bruegger 2002).

In comparison, older styles of trading that have continued in other markets retain 
their relatively thick and cooperative forms of sociality. For example, in markets for 
treasuries in the US and Europe, participants assume fixed roles. Banks that wish 
to buy treasuries must do so through dealers, who may trade with each other only 
through interdealer brokers. This dealer-client structure contrasts with the all-to-all 
structure of the futures and equities markets that have been more thoroughly auto-
mated (MacKenzie 2021: 107–114). In all-to-all markets, trading is intermediated by 
an anonymous order book that can be accessed by all participants regardless of role. 
The result is not a complete lack of cooperation, but rather a distinctive cooperative 
style. An anonymous and freely accessible order book allows anyone to transact in 
the marketplace; but it is also the enabling condition for the trading algorithms which 
compete against each other in speed and opacity and end up imposing costs on retail 
investors (Aquilina, Budish, and O’Neil 2022).

Financial trading is not the only domain to exhibit this shift in cooperative style. 
Consider the transformation of the advertising industry under the influence of the 
internet, which has largely been a matter of the automated and algorithmic buying 
and targeting of adverts online. Tim Hwang has compared the resulting changes in 
the social architecture of the advertising industry to those seen in finance, remark-
ing upon the similar ways in which they have evolved from long term face-to-face 
relationships between clients and advertisers to a open-ended and impersonal mar-
ket structure (Hwang 2020: 53–54). In both cases the new structure is not exactly 
disintermediated or decentralized, but rather involves the replacement of long term 
personal relationships with intermediaries that have an arm’s length (i.e. impersonal) 
relationship and a larger appetite for risk (Rajan 2006). Neither Hwang nor Rajan 
draw a direct connection between AI and the processes of disintermediation and re-
intermediation they describe, let alone say enough to underwrite a causal connection. 
But the striking correlation is enough to motivate investigating my first conjecture.

My second conjecture is that the introduction of AI changes the social norms gov-
erning interpersonal interactions so that our interactions with each other are more 
consistent with our interactions with AI agents. The motivation for this conjecture is 
twofold: first, there is mounting evidence that we anthropomorphize robots and other 
AI agents (Marchesi et al. 2019; Złotowski et al. 2015; Bartneck et al. 2009); second, 
there is mounting evidence that our interactions with other human beings are driven 
by implicit biases instilled by our social environment (Huebner 2016; Dasgupta 
2013; Greenwald et al. 1998; Banaji and Hardin 1996). The conjecture assumes that 
when we anthropomorphize AI agents we change our social environment, especially 
as these agents become more pervasive, and the changes in our social environment 
impact the implicit biases we bring to human interactions.
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As an example, consider the entrenchment of gender stereotypes in our interaction 
with robots. We know that people are prone to gendering robots on the basis of their 
external features, such as whether they have grey or pink lips (Powers et al. 2005), 
or long or short hair (Eyssel and Hegel 2012); voice (Crowell et al. 2009; Powers et 
al. 2005); as well as their function and whether it is a gender-stereotypical tasks such 
as security or health care (Tay et al. 2014). These gender identifications lead people 
to make gender-stereotypical judgments about the emotional intelligence of the robot 
(Chita-Tegmark et al. 2019), and differential judgments about willingness to interact 
(Kuchenbrandt et al. 2014), and the robots’ credibility, trustworthiness, and engage-
ment (Siegel et al. 2009). The most prominent AI agents on the market before the 
release of large language models like ChatGPT were Amazon’s Alexa and Apple’s 
Siri, and these widely available agents were marked through naming and voice as 
female-gendered. Given that implicit biases are learned from our social environment, 
these facts raise concerns that the way we gender our robots and AI agents will feed 
back into the way we gender other humans, and in particular that it may impact our 
gender-based expectations of and dispositions toward other human beings.

My aim here is not to go beyond these circumstantial facts and give evidence 
for the empirical claim that AI impacts social norms concerning gender-appropriate 
tasks. But the circumstantial facts are enough to motivate a research agenda that 
focuses on AI’s impact on social norms. Note that the focus of this agenda would be 
holistic. The question it poses is not about the engineering of particular AI agents or 
automated processes, but rather about the way in which these agents and processes 
are embedded in institutional and social contexts. The decision to give an AI agent 
a gendered name is not a matter of the engineering of its algorithm, but a matter of 
how it is embedded in the social world. As I argue next, it is this last point that distin-
guishes the agenda I am presenting here from the one that has so far defined AI safety.

4 Putting Social Alignment on the AI Safety Agenda

I have presented two conjectures about the cooperative impact of AI, without attempt-
ing to confirm them empirically. That is because my aim is instead conceptual and 
normative. I wish to motivate a research agenda which treats the introduction of AI 
and automation into the workplace as a social process, and considers the question 
of AI safety as a broad normative question about how that social process should go, 
rather than a narrowly technical question about how to engineer AI agents so that 
they do what we want them to. In what follows I will distinguish that agenda from 
value alignment, the most prominent line of AI safety research today.

I’ll call the agenda I wish to defend the “social alignment agenda.” This should be 
distinguished from what Gabriel and Ghazavi (2021) call “social value alignment,” 
which is simply a call for the techniques of value alignment to take into account the 
values of all, rather than single users or local technological elites. Social alignment, 
by contrast, aims to ensure that the introduction of technology into the social environ-
ment has a desirable impact on the cooperative interface.

The conjectures I have motivated are likely to occupy a prominent position on 
this agenda, though it will require further empirical and conceptual work to diagnose 
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the precise ways in which automation and AI impact the cooperative interface, and 
it will require further normative work in light of empirical findings about this impact 
to determine the appropriate methods for engineering the cooperative interface that 
we want. In this final section I want to show that the social alignment agenda is 
an important addition to the research agenda of AI ethics and AI safety, which has 
largely been framed as a problem of value alignment, even when the term itself is 
not used (Taylor et al. 2020; Christian 2020; Kearns and Roth 2020; Russell 2019; 
Bostrom and Yudkowsky 2018; Soares 2016). So I argue now that social alignment is 
distinct from value alignment, and that the social alignment agenda points to impor-
tant questions and phenomena that would not naturally be foregrounded by the value 
alignment agenda.

To begin, I assume that a research agenda in this domain comprises a hierarchy 
of general practical goals, as well as a set of questions, hypotheses, and conjectures 
whose investigation appears helpful to furthering the practical goals. At any given 
time, researchers will likely emphasize particular research methods, bodies of disci-
plinary knowledge, and fields of inquiry in their investigation of the relevant ques-
tions, hypotheses, and conjectures. Of course a research agenda is a dynamic entity, 
since certain avenues of inquiry are likely to appear less fruitful than first expected, 
and researchers will venture out along new paths. But at any given time it is possible 
to evaluate a research agenda by considering either whether its practical goals are in 
fact appealing, or whether its particular questions and methods are a promising way 
of pursuing the goals.

The chief practical goal of the value alignment agenda is to make AI safe for 
humans. A more precise subsidiary goal is to identify those AI techniques that will 
produce outcomes consistent with the values that are important to humans. These 
goals are explicit in the literature. Value alignment gained prominence within discus-
sions about whether we should fear the future development of human-like artificial 
general intelligence (AGI) that would destroy humanity by accident or as a pre-
emptive strike (Bostrom 2014). But more mundane contemporary concerns about 
AI ethics and AI safety are also increasingly understood along the lines of the value 
alignment agenda—for example, concerns about algorithmic bias and privacy (Chris-
tian 2020), or the risk of harm from poorly designed machine learning systems (Amo-
dei et al. 2016), or the explainability of complex automated systems (Bobu et al. 
2023). In each case, the question is whether the preferences and goals embedded in an 
AI system—for example, in the reward function of a machine learning algorithm—
are compatible with the preferences and goals of its users and other stakeholders.

As an illustration, value alignment researchers have pursued the following sorts 
of questions, methods, and problems (this is not by any means an exhaustive list):

 ● Tampering/Reward Hacking: can an AI agent be given a proxy reward function 
that does not result in unintended behavior that leads to a worse outcome relative 
to the true reward function specified by user intentions? (Hibbard 2012; Kumar et 
al. 2020; Everitt et al. 2021; Skalse et al. 2022)

 ● Corrigibility: can an AI agent be guaranteed to be open to human intervention when 
it performs in a misaligned way? In particular, is an agent guaranteed to be capable of 
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being shut down? (Soares et al. 2015; Hadfield-Mennell et al 2017; Wängberg et al. 
2017; Holtman 2019)

 ● Inverse Reinforcement Learning (IRL): Specifying our values explicitly is hard 
(Soares 2016). Can an AI agent instead be aligned by learning human values 
implicit in data about human preferences i.e. can we use unsupervised learning 
to discover the reward function that we want to use to align the agent? (Ng and 
Russell 2000; Hadfield-Mennell et al. 2016; Leike et al. 2018; Arora and Doshi 
2021).

 ● Reinforcement Learning by Human Values (RLHF): RLHF, which has come to 
prominence because of its use in training ChatGPT, involves fine-tuning an AI 
model by way of human feedback about the appropriateness of its answers. Is 
this a useful form of alignment? (Christiano et al. 2017; Bai et al. 2022; Ganguli 
et al. 2023)

 ● Power Seeking: it is rational for a wide class of agents to seek to enhance their 
power whatever their reward functions; what risks are entailed by such power 
seeking, and can we build AI agents that do not seek power? (Cohen 2020; Carl-
smith 2022; Krakovna 2023)

While the idea of value alignment is capacious, it is clear from these paradigmatic 
examples that the literature focuses on technical interventions into the engineering 
of various classes of AI agent. By contrast, questions of social alignment focus on 
the cooperative impact of AI, and are more likely to draw upon the social sciences 
and political philosophy for their hypotheses, diagnoses, and prescriptions. We have 
already seen, in the conjectures of Sect. 3, the sorts of issues that are brought into 
focus by the social alignment agenda. More generally, there are likely to be two areas 
of particular importance for social alignment:

1. What is the impact of AI and automation on interpersonal cooperation? How can 
positive impacts be guaranteed and negative impacts avoided? The conjectures 
about social networks and social norms fall within this line of inquiry. In addition, 
we might ask how use of AI impacts users’ mental health, frequency of interper-
sonal contact, beliefs about others’ personalities and views, and other aspects of 
human life that are likely to improve or undermine interpersonal cooperation.

2. What is the impact of value alignment strategies on interpersonal cooperation? 
Where there is conflict, how should we trade off the importance of value align-
ment against that of social alignment? While I have not yet considered ques-
tions of this sort, the concerns about AI raised in Sect. 3 have natural application 
to some techniques of value alignment. As an example, consider RLHF, which 
aligns AI models through labor-intensive human evaluation of their responses. If 
an AI model with special prominence is aligned by using the feedback of humans 
who represent a subset of all human values and preferences, then the model may 
be aligned only with those values and preferences. Widespread use of the model 
may result in those values and preferences coming to be seen as more appropri-
ate or legitimate, or it may cause tension between those who share those values 
and those who don’t. As this example shows, the study of social alignment does 
not exclude the study of value alignment, and may even presuppose it. But social 
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alignment questions can highlight important blindspots in a pure value alignment 
approach. In particular, it can highlight open normative and conceptual questions 
that are not settled by even those engineering techniques that can provably align 
an AI agent.

I have presented some issues that should be on the social alignment agenda and are not 
currently studied as a matter of value alignment. But why think that value alignment 
leaves these issues out as a conceptual matter? After all, the idea of value alignment 
is capacious. Isn’t social alignment simply value alignment but with interpersonal 
cooperation as a goal? There are two responses to this objection. The first response is 
that, when it comes to setting the AI safety research agenda, practical questions about 
what issues we should attend to are far more important than precisely defining the 
boundaries of our concepts. That is to say that we may well concede that social align-
ment is just a further specification of the concept of value alignment, yet point out 
that thus far the people and institutions pursuing value alignment have neglected the 
questions of social alignment, giving us pragmatic reason to assign them a distinctive 
label as a rallying cry for a new agenda.

The second response is that, as a conceptual matter, there is good reason to think 
that specifying value alignment with the goal of interpersonal cooperation still leaves 
out important aspects of the idea of social alignment. Recall that value alignment 
studies how AI systems can be engineered to produce consequences compatible with 
our goals. This leaves out those factors external to the AI system that determine the 
consequences it produces, in particular human and institutional responses to those 
systems. The social norms and networks involved in the conjectures of Sect. 3 are 
part of this social response to AI, and this is why they have been largely left out of 
the study of value alignment. We can therefore think of social alignment as an eco-
logical agenda, one that attends not only to the engineering details of AI systems but 
also their operation within a given social environment, and that pays attention to the 
cumulative effects of AI systems and not just whether individual systems potentially 
cause harm.

In addition, the definition of value alignment assumes that we have goals that an 
AI system should respect. But cooperation plays an important role in the absence of 
fixed goals—in particular, when we form our goals, or allow our goals to change in 
response to experience and the needs of others, or specify our goals in relation to 
new knowledge or circumstances. Against this point the following objection may be 
raised: isn’t cooperation a kind of procedural constraint or meta-goal to which we can 
apply value alignment methods? But this betrays a misunderstanding of the argument 
I have been articulating. Social alignment does not aim to maximize cooperation or 
even maintain the status quo. Rather, it is an investigation of the impact of AI upon 
the cooperative styles and infrastructure that make up the cooperative interface. How 
we evaluate this impact and respond to it are normative questions that should them-
selves be part of the study of social alignment, rather than simply assumptions fed 
into the engineering techniques of value alignment.

As an illustration of the objection that value alignment could encompass the 
concerns raised here, consider that there are already strands of the AI safety litera-
ture that explicitly study cooperation. The study of legibility concerns the ability of 
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humans working with robots to predict their movements and understand their inten-
tions (Lichtenthäler and Kirsch 2014; Dragan et al. 2013). This work facilitates bet-
ter human-robot cooperation, itself an important theme in AI safety (Sandoval et al. 
2016). Other developments in human-AI cooperation include the study of Interpre-
table Machine Learning, which seeks to explain the opaque predictions of machine 
learning models to their users (Molnar et al. 2021), and affective computing, which 
seeks to give computers the ability to engage with human emotions, either by reacting 
to or expressing them (Picard 1997; Robinson and El Kaliouby 2009).

Yet while these explorations may well illuminate important aspects of the coop-
erative interface, none of them directly study the cooperative interface itself. Each 
field explores the features and engineering of computing systems that meet certain 
constraints, rather than the way in which these systems affect interpersonal relations, 
let alone the conceptual and normative questions about the sorts of impact we should 
aim at. The closest we come to this is the research program on computer-supported 
cooperative work (CSCW), especially active in the 1990s, that considered how com-
puters affect teamwork (Nass et al. 1996; Nass and Moon 2000), recommended the 
design of technology that could aid workplace collaboration (Greif 1988; Galegher et 
al. 1990; Olson and Olson 2007), and even warned about how ostensibly collabora-
tive technologies would still benefit some within the organization and burden others 
(Grudin 1988).

The CSCW literature suggests a similar exploration of how other areas of com-
puter technology, particularly AI, impact interpersonal cooperation. The social align-
ment agenda calls for reviving this line of research, and in particular the conceptual 
and normative questions regarding cooperation that arise in the context of AI. What 
do we want cooperation to look like in the age of intelligent machine agents, given 
how they affect the affordances for interpersonal cooperation? To return to Sect. 2’s 
metaphor of driving: the study of human-robot cooperation is like learning about 
the car’s interface—how to use the turning signals and so on; the study of AI social 
alignment is instead like learning about the cooperative interface made up by the 
roads, traffic laws and practices, and the cooperative affordances provided by car 
technology. The former sort of inquiry may be useful for the latter, but it cannot stand 
in for it.

I have been emphasizing the empirical questions that the social alignment agenda 
will have to address, and this is because the empirical questions help us to distin-
guish the social alignment agenda from the value alignment agenda by focusing our 
attention on the interaction of AI and our social institutions. But questions of social 
alignment are not purely empirical. Once we have a clearer idea of the way in which 
AI might impact the cooperative interface, we should expect that we will face trad-
eoffs that give rise to normative questions. For example, the impact of AI upon the 
pedagogical and productive functions of the workplace may well pull in different 
directions. In particular, using AI may help the productive function of the workplace 
by reducing the need for cooperation; but in doing so, it may decrease the opportu-
nities for workers to practice cooperation with each other, and this may undermine 
the pedagogical function of the workplace. So we would be faced with a normative 
question: what balance should we want the workplace to strike between these func-
tions? This would help answer the partly empirical and partly normative question: 
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how should we manage and regulate the automation of work? But we need further 
insight into how AI impacts the cooperative interface of the workplace before we can 
properly frame such normative questions.
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