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Abstract
Whether speaking, writing, or thinking, almost everything humans do involves language. But can the semantic structure behind how
people express their ideas shed light on their future success? Natural language processing of over 40,000 college application essays
finds that students whose writing covers more semantic ground, while moving more slowly (i.e. moving between more semantically
similar ideas), end up doing better academically (i.e. have a higher college grade point average). These relationships hold controlling
for dozens of other factors (e.g. SAT score, parents’ education, and essay content), suggesting that essay topography encodes
information that goes beyond family background. Overall, this work sheds light on how language reflects thought, demonstrates that
how people express themselves can provide insight into their future success, and provides a systematic, scalable, and objective
method for quantifying the topography of thought.
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Significance Statement

Whether speaking, writing, or thinking, almost everything humans do involves language. But can the structure behind how people
express their ideas shed light on their future success? Analyzing the language of over 40,000 college application essays finds that stu-
dents whose writing covers more ground, and does so more coherently, perform better in college (i.e. end up having a higher grade
point average (GPA)). This holds even controlling for dozens of other important predictors like SAT score, parents’ education, or grades
in high school. This work provides a systematic, scalable, and objective method for quantifying the topography of thought and illus-
trates how it might help explain people’s future success.

Introduction
Whether speaking, writing, or thinking, almost everything hu-
mans do involves language. But given language is a window into
thought, does the way people express themselves shed light on
their future success? In particular, does the semantic structure
behind how people express their ideas relate to how well they
end up doing academically?

Language reflects things about the people who produce it.
Different people use words differently, so knowing what someone
said or wrote provides insight into things like their personality
and emotional state (1–5). Different types of function words
(e.g. auxiliary verbs and conjunctions), for example, are associated
withdifferentcognitivestyles (6),useofpronounsandnegativeemo-
tionwords is associatedwith lying (7), and use of pronouns and cog-
nitive processing words can indicate an impending breakup (8).

But while it is clear that individual words reflect things about
the people who use them, such words are almost always situated

within a larger expression of ideas. Further, the ideas used to ex-

press thoughts, and the way people move between those ideas,

can vary greatly. Someone writing about social issues could use

more pronouns or emotional language, for example, but their

writing could also cover more or less ground. They could connect

awide range of issues (e.g. climate change, racism, and sexism), or

stay more circumspect, and focus on a narrower set (e.g. just cli-

mate change). Similarly, their arguments could slowly shift from

one related idea to another, or they could move more quickly,

jumping between ideas that are less clearly related.
Although existing work has focused on language’s impact (i.e.

how it influences readers, or listeners (9)), we suggest that such se-

mantic features also reflect things about content producers (i.e.

writers). Specifically, we hypothesize that the semantic ground

people cover when expressing their ideas, and the speed with

which they do so, provides insight into their future success.
A great deal of research suggests that associative abilities, or

how people connect concepts to generate ideas, are linked to cre-

ativity and intelligence (10–14). Creative individuals are often

good at combining unrelated concepts, for example, and connect-

ing and integrating concepts in a meaningful way (13, 15).
Associative abilities are typically measured through tests. The

Remote Associates Test (13), for example, gives people three
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words and asks them to think of a fourth word related to all three.
Similarly, the Alternative Uses Test (16) has people think of as
many uses as possible for a simple object like a brick.

But while tests can be useful, a more naturalistic means may
also prove valuable (1). Almost 60 years ago, Koestler (17) theor-
ized that one’s thought process could be captured by plotting
those thoughts in semantic space. Indeed, while it only examined
individual words, recent work using latent semantic analysis
(LSA) found that the forward flow of free thought predicts creativ-
ity (18).

Building on these notions, we predict that how people organize
their ideas in a writing sample can shed light on their likely aca-
demic success years later.a Research on discourse has used LSA
to measure the relatedness, or semantic similarity, of chunks of
texts (e.g. coherence (24, 25); see Ref. (26) for a review). More ad-
vanced textbooks, for example, tend to involve larger semantic
jumps between adjoining portions of text (27). More recently, re-
search has used advanced computational linguistic tools to ex-
plore whether the semantic progression of books, movies, and
TV shows is linked to how popular they become (9).

Building on this work, we focus on two key dimensions. First,
we consider the semantic volume of one’s writing, or how much
ground it covers (see Ref. (9) for related work on cultural success).
Frenchmathematician Poincaré (28) suggested that creating “con-
sists of making new combinations of associative elements” and
“the most fertile will often be those formed of elements drawn
from domains which are far apart.” Indeed, coveringmore ground
in one’s writing (controlling for the length of what was expressed),
involves generating ideas that combine more disparate concepts.
Given such abilities have been linked to creativity, intelligence,
and academic success (10, 12, 14, 15), we hypothesize that stu-
dentswhose essays covermore semantic groundwill end updoing
better in school.

Second,we consider howpeople connect ideas.More streamlined,
logical thinkers should be able to find a parsimonious path through
whatever space they want to cover, moving through ideas in a way
that requires smaller cognitive jumps between adjoining concepts.
Consistentwith this notion, smaller semantic jumps between parts
of discourse are taken to indicate more cohesive and comprehen-
sible texts (see Ref. (26) for a review). Well-organized thought is
also a key characteristic of cognitive functioning (29, 30).
Consequently, we hypothesize that, controlling for the amount of
ground covered, writing in a semantically slower, more cohesive
manner, whereby each part of the text is semantically close to
the adjoining parts, should also be linked to academic success
(see Ref. (9) for related work on cultural success).

We test our predictions by analyzing the college application es-
says of over 20,000 students. Using a combination of natural lan-
guage processing and machine learning, we test the link between
semantic volume, speed, and future academic success. To in-
crease confidence that the effects are not driven by ancillary fac-
tors that are correlated both with our focal measures and with
student success, we include over 100 student-specific (e.g. SAT
score, parents’ education, and college major) and essay-specific
(e.g. topics discussed and essay length) controls.

Along the way, our results also speak to the ongoing debate
about the appropriateness of different information sources in col-
lege admission. While some schools are removing standardized
tests from their admission criteria, due to the high correlation
with socioeconomic status, some research suggests that certain
features of application essays (i.e. topics and style) are equally
or even more reflective of family background, and thus suffer
from the same limitations (31). Consequently, we test whether

the amount of ground covered and semantic speed are still related
to student success even after controlling for factors that reflect
family background.

Natural language processing of over 40,000
college essays
Method
Weanalyze college admissions essays and academic performance
(i.e. GPA). A large public university required applicants to com-
plete two admissions essays from a set of six prompts (e.g. de-
scribe a person or event that shaped your development). For
21,847 students (the total number available to us), we analyzed
the relation between the text of both their essays and their cumu-
lative GPA over the time they were enrolled at the school. Given
privacy constraints, we were not able to see the raw texts of the
essays, but we shared the relevant codewith amember of the uni-
versity, and they shared the resulting measures for each essay.
The key features we extracted from the essays and used in our
analyses are available at https://osf.io/aegx5/. To control for en-
rollment, we focus only on students who enrolled and
matriculated.

Extant methods such as LSA (32), LDA (i.e. latent Dirichlet allo-
cation (33)), or Doc2vec (34) allow representing documents as vec-
tors in a latent semantic space. However, in order to test our
predictions, we need to represent each document as an ordered se-
quence of points in the latent semantic space and developmeasures
that capture both the local properties of these points (e.g. the dis-
tance between each point and the next) aswell as global properties
of these points (e.g. the total ground covered by these points in the
latent semantic space). To that end, using standard word embed-
ding representations of each word as a starting point (we use
Word2vec for simplicity and convenience, but other word embed-
dingmodels could be used aswell), we extract keywriting features
of interest by representing each essay as a progression of points in
a latent semantic space (9). Similar to howa delivery driver’s route
can be broken up into multiple points, discourse (e.g. in this case
essays) can be broken up intomultiple points in a semantic trajec-
tory. Essays (avg. length = 556.28words) were broken into 25-word
chunks,bwith each chunk embedded as a point using the standard
Word2vec model (35). Each essay is represented by a path in the
latent 300-dimensional semantic space, {x1,…,xT} where each
point xt reflects the position of one chunk of text, and T is the num-
ber of points in the path.

Next, we use this representation to extract the local and global
features of interest. To test our hypotheses, we measure the se-
mantic speed with which essays move in this latent semantic
space (a local feature). Note, this is not how fast the readermoves
between chunks, but how quickly the content itself moves (i.e. the
speed of semantic progression). Just as objects that cover a greater
physical distance in the same amount of time can be described as
moving faster, the same can be said of any discourse. Rather than
dwelling on semantically related concepts, content that moves
faster covers greater (semantic) distance in the same amount of
time, jumping between content that is less semantically related
(see Fig. 1).

To capture semantic speed, we measure the average semantic
distance (or similarity) between essay chunks. Some individuals
may be able to cover the same amount of semantic ground
more quickly, effectively linking disparate ideas through more
parsimonious semantic paths. Word embeddings capture seman-
tic similarity (36–38), so consecutive chunks that are further away
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discuss content that ismore semantically different (9). To capture
this, we measure the average Euclidian distance between con-
secutive points in each essay. We take the average of distance(t)
from t= 1 to T−1, where distance(t) is the Euclidean distance be-
tween xt and xt + 1. Speed is then simply defined as the total dis-
tance divided by T−1. See supplementary material for a
validation study.

As discussed, we also measure the amount of semantic ground
covered by an essay. Unlike speed, which is about the average se-
mantic distance between consecutive pieces of content, the ground
covered depends on the set of content as a whole, i.e. it is a global
feature. Regardless of their sequence, it examines whether the set
of points cover a smaller part of semantic space, or a larger one
(see Fig. 2 for an illustration, where volume is variedwhile holding
speed constant).

To measure this, we identify the minimum volume ellipsoid
containing all of the points in each essay. That is, we solve an op-
timization problem to find the ellipsoid that cover all the points
{x1, …xT} with the minimal volume (see supplementary material
for more detail). We normalize volume to account for the number
of points T. Controlling for essay length, coveringmore ground, or
greater volume requires combining concepts that are less seman-
tically related, and this measure is reliably linked to human per-
ceptions of how much ground content covers (9).

To account for the skewness of their distributions, we log trans-
form these features and standardize them for ease of interpret-
ation. Results are the same if the variables are not
log-transformed. We standardize all other variables for which

we report coefficients. To examine the link between these features
and subsequent grades, we average essay features for the two es-
sayswritten by each student and use the student as the unit of an-
alysis.c See supplementarymaterial for a correlationmatrix of the
main variables and an analysis of multicollinearity (including
variance inflation factor). Using ridge regression to mitigate any
potential effects of multicollinearity leads to the same results
(see supplementary material).

Results
Consistent with our predictions, both speed and volume were
linked to success. An initial ordinary least squares regression
with speed and volume as independent variables finds that stu-
dents whose writing covered more ground ended up doing better
academically (i.e. higher GPA, β= 0.165, P< 0.01, t= 12.70), as did
students who covered this ground moving more slowly (β=
−0.045, P< 0.01, t= −3.37).d

That said, while these results are intriguing, one could argue
they are driven by a number of other factors unrelated to the top-
ography of thought. Consequently, we include a variety of
student- and essay-specific controls to test robustness.

Student-specific controls
First, studentswith stronger past academic performance likely get
better grades, andmay alsowrite differently, sowe control for this
in a number of ways, including SAT scores (bothMath and Verbal)
as well as high school rank (i.e. the student’s relative rank in their
high school). This also ensures that we control for the information
SAT scores encode about the student’s family background and
socioeconomic status.

Second, we further control for family background usingmother
and father’s education (using fixed effects for the highest level of
education reached by each parent). This controls for the fact that
students whose parents were more successful at school may be
more likely to be successful themselves and to write differently.

Third, gender and ethnicity may also shape writing and aca-
demic achievement, so we control for these factors as well (again
using fixed effects).

Fourth, students applying to different majors may write differ-
ently and get different grades, so we control for the college where
they enrolled (e.g. engineering or liberal arts).

Fifth, we include other factors that might impact or relate to
writing or academic achievement like whether students came
from instate or were automatically admitted.

Essay-specific controls
Beyond fixed aspects of each student, aspects of their writingmay
also play a role, so we controlled for those aswell. First, the specif-
ic topics students write about may be related to their academic
achievement, and/or shape the volume or speed of their thought
expression, so we control for the topics of each essay using LDA
(33).Weuse 100 topics and control for the prevalence of each topic
in each essay. This also allows us to control for the information
about family background that can be encoded in essay content
(31).

Second, prior work indicates that using more categorical or dy-
namic language relates to academic achievement (6), so we con-
trol for that using what is now labeled analytic thinking in
Linguistic Inquiry and Word Count (39). This again controls for
the fact that essay style reflects family background (31).

Third, although volume and speed are already normalized by
the number of chunks of text in the essay, we further control for

Fig. 2. Illustration of volume.

Fig. 1. Illustration of speed.
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essay length in three ways (i.e. number of words, number of sen-
tences, and number of chunks of text, all log-transformed).

Fourth, the essay prompt picked by students likely impacts
what theywrite about, and could also be correlatedwith academic
achievement, so we include fixed effects for each prompt.

Results with controls
Even including these over 100 controls, though, results remain the
same (Table 1, Model 1). Students whose writing covered more
ground performed better in college (i.e. higher GPA, β= 0.046,
P< 0.01, t= 3.73) as did students whose writing moved more
slowly in the latent semantic space while doing so (β= −0.024,
P< 0.05, t= −2.09).

While recent work notes that the content and style of college
application essays can encode information about family back-
ground (31), the fact that volume and speed are related to per-
formance even after controlling for multiple factors reflecting
family background (e.g. parents’ education and the student’s
SAT scores), as well as essay content (using topic modeling) and
style (using LIWC), indicates that volume and speed capture
something beyond just family background.

While speed and volume are statistically significant in our re-
gression, one might wonder how much they improve the ability
to explain student success. As a benchmark, Pennebaker et al.
(6) report how much the adjusted R2 is increased when CDI
(what is now described as analytic thinking) is added to a simple
forced-entry linear regression with SAT scores and high school
rank as the only explanatory variables. In our case, a simple
forced-entry linear regression on average GPA found that SAT
Math, SAT Verbal and high school rank yield an adjusted R2 of
0.214.e Adding the simple CDI Index from function word analyses
of the admissions essays increases the adjusted R2 to 0.225. In

comparison, adding speed and volume (instead of CDI) increases
the adjusted R2 to 0.223. Thus, it appears that speed and volume
have similar explanatory power as CDI. Full regressions with 145
and 146 covariates have an adjusted R2 of 0.321. Removing any
of these variables from these regressions has a negligible impact
on adjusted R2.

Robustness
Rather than reflecting something about the students, one could
wonder if the results are driven by how essays are graded, or
more generally if the features identified here are merely charac-
teristic of well-composted texts. If students write essays for class
the same way they write their application essays, for example,
and class essays that covermore ground and do somore cohesive-
ly get higher grades, then maybe that is the reason that students
who write this way have a higher GPA. This would be particularly
concerning if this were driven bywriting norms passed on through
channels that reflect the student’s family background.

To test this possibility, we examine just the colleges at the uni-
versity that do not require intensive essay writing (i.e. engineer-
ing, natural sciences, nursing, and geology). In these colleges,
grades are often based on factors others than just how students
write, and essays are often not a major component of the grading
process. Results, however, remain the same (βVolume= 0.050, P<
0.01, t= 2.77; βSpeed= −0.031, P= 0.07, t= −1.80), casting doubt on
the possibility that the observed relationship is driven by how es-
says are graded.

Alternatively, one could wonder if the results are somehow
driven by essay prompts that ask students to reflect on their per-
sonal experiences. Maybe students who describe more diverse
and rich personal experiences cover more volume in their essays,
but it is the diversity of experiences (another potential reflection
of family background) that then drive their academic success, ra-
ther than what their writing reflects about how they think.

To test this possibility, we examine just the essay prompts that
do not ask students to reflect on past experiences (i.e. asking them
to “describe a potential classmate that you believe you could learn
from” instead). Results, however, remain the same (βVolume =
0.039, P< 0.01, t= 4.06; βSpeed = −0.022, P< 0.05, t= −2.53), casting
doubt on the possibility that the observed relationship is simply
driven by some people having richer and more diverse experien-
ces to write about.

What speed indicates
While the relationship with speed is intriguing, one could wonder
whether it is driven by which concepts were selected, or how they
were organized. A delivery company could do their job with a
more cohesive route (i.e. less distance traveled), for example, ei-
ther because they select stops that are not too far apart, or because
given the required stops, they organize each route in a way that
minimizes the driving distance. Similarly, speed’s negative effect
could imply that high-performing students select and combine
concepts that do not require as long a path to connect (controlling
for the amount of ground covered), or that given the concepts dis-
cussed, high-performing students organize them in a more opti-
mal sequence that requires a shorter path.

To tease these aspects apart,we decompose speed into two com-
ponents: (i) the minimum required speed to cover the content and
(ii) circuitousness, or how optimally the text is organized given its
content. We solve for the shortest path, and hence the minimum
required speed, by solving a version of the classic Traveling
Salesperson optimization problem (40). Circuitousness ismeasured

Table 1. Topography of thought and academic performance.

Model 1 Model 2

Focal variables
Volume 0.046a 0.093a

Speed −0.024b —
Min. required speed — −0.073a

Circuitousness — 0.007
Student-specific controls
SAT Math 0.177a 0.177a

SAT Verbal 0.102a 0.103a

High school rank 0.145a 0.144a

Father’s education Yes Yes
Mother’s education Yes Yes
Gender Yes Yes
Ethnicity Yes Yes
College within univ. Yes Yes
Year of application Yes Yes
TX High School dummy Yes Yes
Auto-admit dummy Yes Yes

Essay-specific controls
LDA topic weights Yes Yes
Analytic thinking 0.026a 0.027a

Log (# of words) 0.079a 0.080a

Log (# of sentences) 0.009 0.016
Log (# of chunks) −0.012 −0.038
Essay prompt Yes Yes

Number of parameters 145 146
Number of observations 21,847 21,847
R2 0.325 0.326
Adjusted R2 0.321 0.321

All variables for which coefficients are reported are standardized.
aP< 0.01. bP< 0.05.
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by the extent to which the actual latent semantic path differs from
the shortest path that starts and ends at the same point, and visits
all the same points in between (9). Formally, circuitousness is given
by: circuitousness= speed/(minimum required speed). Given that
all variables are log-transformed, log(speed)= log(circuitousness)
+ log(minimum required speed).

Results (Table 1, Model 2) indicate that speed’s effect is driven
by the minimum speed required (β= −0.073, P< 0.01, t= −4.79)
and not circuitousness (β= 0.007, P= 0.32, t= 1.01). Combined
with the effect of volume, this suggests the link between writing
and academic achievement is drivenmore by the selection of con-
cepts rather than the specific sequence in which the selected con-
cepts are ordered. Rather than just structuring their essays more
efficiently, students who perform better seem to select concepts
that allow them to explain ideas with less semantic distance.

General discussion
Scientists have long theorized about the topography of thought.
Albert Einstein famously wrote that “combinatory play seems to
be the essential feature in productive thought” (41) and interviews
with over 30 Nobel laureates concluded that integration, where
“multiple separate elements retain their discreteness and identity
while connected and operating together in a whole” is the charac-
teristic result of the cognitive creative process ((42), p. 9).

But while great thinkers may combine thoughts and concepts
in novel and important ways, how to actually measure such se-
mantic organization is less clear.

By integrating theories from cognitive psychology and creativ-
ity with natural language processing and computational linguistic
tools, this paper begins to quantify the connection between the
topography of thought and academic outcomes. In particular, re-
sults suggest that people who cover more semantic ground when
expressing their ideas, and select concepts that allow them to cov-
er such ground more cohesively (i.e. with smaller semantic
jumps), end up performing better academically.

Although application essays have no direct impact on students’
performance in college once enrolled, theway a student expresses
ideas in these essays, when quantified properly, can shed light on
their future success. This suggests that the topography of some-
one’s written output provides awindow into their thought process
which can be systematically and objectively quantified for novel
information and insight.

Given the correlation between standardized tests and socio-
economic background (43), many schools are decreasing their re-
liance on these measures and putting more weight on things like
application essays. But as recent work has shown (31), essay’s
style and topical content suffer from the similar limitations as
standardized scores (i.e. correlation with family background).
That said, our results demonstrate that essay topography encodes
information that is predictive of academic success while not being
a direct reflection of family background.

Based on the literature reviewed, we have argued that people
whose writing covers more semantic ground should be more cre-
ative. Indeed, ancillary data we analyzed is consistent with this
notion (see supplementary material). People were asked to gener-
ate ideas for a new health-related smartphone app, and, consist-
ent with our theorizing, ideas that covered more ground (while
moving semantically slower) were seen as more creative (see
supplementary material). Such ability to generate creative ideas,
in turn, should drive academic success (10, 14). To the extent
that associative abilities have been shown to be linked to general
intelligence (10–14), covering more ground, and doing so while

moving semantically slower, may also be linked to intelligence
more generally.

Limitations and directions for future research
Thiswork is notwithout limitations. College essays arewritten for a
particular audience, and may be shaped by parents, teachers, and
even professional counselors. Consequently, one could wonder
whether rather than reflecting how students think, speed and vol-
ume simply reflect how involved their family is in the process or
howmuchhelp the student received.Maybewealthier students’ es-
says were shaped by admissions consultants, for example. While
this is certainly possible, outside essay help, by itself, is unlikely
to explain the results. Such students would have to had help both
in the application process itself, and enoughduring college to shape
their GPA. Further, given our analysis focused on a public univer-
sity, it seems less likely that a large number of students received
such consistent help, andwe already control for family background
in a number of ways. The ancillary data also suggest that speed and
volume are linked to creativity even outside a context where others
could be involved in content generation. That said, future work
could examine this point in greater detail.

While we analyzed essays from tens of thousands of students
from a large public university, one could also wonder whether
the results generalize to other settings. This university attracts
students from a range of racial, cultural, and economic back-
grounds, and Caucasian students make up less than 55% of the
student body, but future work could examine whether these re-
sults extend outside of the United States. Although the ability to
connect disparate ideas may be linked to creativity across cul-
tures, given cultural differences in tendencies (and values) for hol-
istic versus analytic thinking (see Ref. (44) for a review), this may
be a fruitful area for further consideration.

Our findings also raise other interesting questions for future
work. First, might similar approaches help explain success in oth-
er domains? Might the content of cover letters help explain job
performance, for example, or might the structure of an academ-
ic’s early papers help predict later success?

Second, are these features truly linked to creativity, as sug-
gested? Work on creativity often distinguishes between divergent
thinking and convergent thinking processes, which respectively
consist in generating a broad range of ideas related to a given
stimulus and discerning which ideas are most appropriate (12,
45). Future work could study the relationship between convergent
and divergent thinking on the one hand and semantic speed and
volume on the other. Such work might enable researchers to de-
tect convergent and divergent thinking in naturalistic texts and
improve our understanding of the link between these constructs
and success in creative domains.

Alternatively, work might examine how our results link to
depth of understanding. Covering more ground cohesively when
expressing ideas, for example, may reflect deeper understanding
of a topic. The ability to slowly and stepwise traverse a series of
concepts in a coherent way may thus indicate greater insight
about a particular topic.

Third, which types of content might be more diagnostic of suc-
cess and why? Compared to writing, for example, speaking often
involves less deliberation (46, 47). But while this may lead spoken
content to better reflect one’s natural thought process, whether
this better predicts life outcomesmaydepend onwhether the con-
text predicted is more reflexive or deliberative.

Fourth, given the advent of Generative AI, it might be
interesting to explore whether algorithms can be set up to
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artificially generate texts with various configurations of semantic
speed and volume. Such exercise might improve our ability to
identify a causal link between the topography of thought and suc-
cess and provide the foundations for tools that would generate
“optimal” texts in various contexts.

Morebroadly, thesefindingshighlighthownatural languagepro-
cessing can shed light on a range of interesting questions (48, 49).
The digitization of everything from interpersonal communication
and college applications to counseling conversations and online
posts has provided a wealth of information about people, rela-
tionships, and society more generally. But extracting insights
from this data requires the right tools. Advances in computer sci-
ence, computational linguistics, and other areas have provided a
range of new, exciting approaches. By leveraging these ap-
proaches, hopefully we can extract more wisdom from words.

Notes
aThere is a great deal of work on automated essay scoring (see Refs.
(19, 20) for recent reviews), some of which showingmoderate corre-
lations with things like GPA. That said, this paper expands on that
work in some important ways. First, most automated essay scoring
work has focused on measuring writing skills (e.g. essay quality or
grammatical errors), rather than extracting features that might re-
flect how students think. Second, while simple features like word
and sentence length have been helpful to measuring things like
readability (e.g. Flesch–Kincaid grade level), more “challenging
discourse-level problems that involve the computational modeling
of different facets of text structure, such as coherence, thesis clar-
ity, and persuasiveness…require an understanding of essay con-

tent, which is largely beyond the reach of state-of-the-art essay
scoring engines” ((19), p. 6,300). As such,work linking automated es-
say features and GPA (e.g. (21–23)) does not include more complex
features such as the ones we consider here. Consequently, this pa-
per expands the features examined, links them to important stu-
dent outcomes, and suggests how they might reflect patterns of
thought.

bWe do not break up sentences, and hence some chunks may have
more 25 words.

cPrior work in similar data, Pennebaker et al. (6) found categorical-
dynamic index (CDI) showed a reliability of r= 0.38 across essays.
The reliability of volume is similar (r= 0.35), while the reliability
of speed is slightly smaller (r= 0.26).

dThese results highlight the importance of not just considering
local measures like speed that compare adjacent pieces of
content, but also global ones such as volume that jointly capture
all content pieces. While speed’s relationship with GPA is positive
when considered in isolation (r= 0.118, P< 0.01), content which
moves faster also tends covermore ground (correlation between vol-
ume and speed= 0.893, P< 0.001). Speed’s relationship with GPA be-
comes negative once volume is accounted for, however, indicating
that rather than making large semantic jumps, it is actually best to
cover a lot of semantic ground but do so with smaller semantic
jumps. Better basketball players may tend to weigh more, for ex-
ample, but this is because height and weight are correlated. Once
height is controlled for, weight may actually have a negative effect.

eOur numbers are similar but not directly comparable to Pennebaker
et al.’s (6), because our dependent variable is the average GPA, and
we control separately for SAT Math and SAT Verbal.
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