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INTRODUCTION

Everyone wants what they say to have impact. Marketers 
want their advertisements to resonate, politicians want 
their policies to be adopted, and health officials want 
their messages to spread. Salespeople want consumers 
to listen, writers want their stories to get attention, and 
academics want their work to be cited.

But why do some things succeed in the marketplace 
of ideas?

We suggest that even above and beyond an idea's 
content, how it is presented (i.e., presentation style) also 
plays an important role. To test this possibility, we ex-
amine a class of language features that allows us to dis-
tinguish between style and content. Along the way, we 
shed light on specific stylistic choices that are linked to 
success, and why.

SUCCESS IN TH E M AR K ETPLACE 
OF IDEAS

There are two major explanations for success in the mar-
ketplace of ideas. The first centers on content. Certain 
things succeed because they are better or more novel 
than what came previously (e.g., relative advantage; 
Rogers, 2010). High- speed Internet replaced dial- up be-
cause it was faster and easier to use. Einstein's theory 
of general relativity replaced Newton's law of universal 
gravitation because it better explained the experimental 
evidence.

Another possibility, however, has less to do with con-
tent and more to do with style. Some have theorized 
that the manner, or style, with which ideas are pre-
sented shapes their impact (Lakoff & Johnson,  1999; 
Pinker,  2014). But while this seems plausible, little 
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empirical work has tested this possibility, in part be-
cause of challenges in separating content and style.

To test style's importance, we examine it in a con-
text where one might imagine content is paramount 
and style is not: academic research. Science prides itself 
on being an objective exercise, where writing is merely 
a disinterested way to communicate unobstructed 
truth (American Psychological Association,  2020; 
Pinker,  2014). The notion is that some discoveries 
(e.g., general relativity or prospect theory) are simply 
more novel or groundbreaking than others, and cita-
tions are seen as an unbiased measure of such quality 
(Hamermesh et al., 1982; Hamermesh & Schmidt, 2003; 
Smart & Waldfogel,  1996). Consequently, if presenta-
tion style shapes success even in such a content- focused 
domain as academic research, it highlights its potential 
importance across domains.

Testing style's impact, however, is challenging. It is 
one thing to theorize that certain presentation styles 
make ideas more successful. But actually, measuring 
adherence to stylistic approaches, and linking them to a 
consequential outcome, is difficult.

Further, it can be difficult to separate style from con-
tent. Even if papers that write in certain ways (e.g., use 
more emotional language) are cited more, this could be 
driven by the subject matter. Papers studying certain 
topics (e.g., emotions) likely use more language related to 
those topics (i.e., emotional language), and thus, content, 
rather than writing style itself, could be driving impact.

FU NCTION WORDS A N D 
LINGU ISTIC STY LE

To address these challenges, we focus on a small class 
of words that play a unique role in language. Function 
words make up only a tiny portion of the English vo-
cabulary (i.e., ~0.04%; Baayen et al.,  1995) but appear 
in every sentence. They include articles (e.g., a and the), 
auxiliary verbs (e.g., can and must), common adverbs 
(e.g., actually and basically), conjunctions (e.g., so and 
but), impersonal pronouns (e.g., it and those), negations 
(e.g., cannot and have not), personal pronouns (e.g., I and 
you), prepositions (e.g., on and in), and quantifiers (e.g., 
any and lots).

Function words convey little semantic value by them-
selves, but bind and enrich the nouns, adjectives, verbs, 
and some adverbs that make up communication (Ireland 
& Pennebaker, 2010). The word “the,” for example, could 
appear when people are writing about cars (e.g., the car), 
sports (e.g., the ball), or a nearly infinite number of other 
topics. Further, because they are largely meaningless in 
isolation, function words are often treated as junk in text 
analysis, tossed out like garbage before analysis is per-
formed (see Berry- Blunt et al., 2021 for a review).

But while they may seem meaningless in some ways, 
“the ways people use function words reflects their 

linguistic style” (Chung & Pennebaker,  2007, p. 247). 
Consider two people reviewing a restaurant. One per-
son might tend to use sentences like “I enjoyed Jasper 
Grille” while a second person might tend to write things 
like “The Jasper Grille was really enjoyable.” While the 
content of what these two people are saying is largely the 
same (i.e., they enjoyed the restaurant), they express that 
same content using different styles. The choice of differ-
ent function words (i.e., a personal pronoun versus an 
article and common adverb) gives stylistic nuance to the 
content delivered.

Indeed, decades of research in linguistics, psychol-
ogy, and other disciplines refer to function words as 
“style words” because they reflect aspects of a com-
municator's linguistic style rather than what is being 
discussed (Ireland et al.,  2011; Lawson & Matz,  2022; 
Pennebaker,  2011, 2017; Tausczik & Pennebaker,  2010). 
That is, when considered at document level (e.g., an arti-
cle, chapter, or conversation), content words indicate what 
people are communicating while function words reflect 
how they communicate (Tausczik & Pennebaker, 2010).

TESTING STY LE'S IM PACT

We suggest that if function words help explain writing's 
impact, above and beyond the impact of content, it sug-
gests that style shapes the success of ideas. Our theoriz-
ing builds on notions of cultural selection (Akpinar & 
Berger, 2015; Heath et al., 2001; Norenzayan et al., 2006; 
Schaller & Crandall, 2003). Most research in consumer 
psychology focuses on individuals, examining how peo-
ple make choices or react to particular stimuli. But while 
this work sheds light on important psychological pro-
cesses, it usually has less to say about why some cultural 
items (e.g., books, movies, or academic articles) are more 
successful than others.

Work on cultural selection tries to bridge this gap. 
Rather than using individuals as the unit of analysis, it 
examines cultural items themselves, trying to understand 
success based on how items fit with people. Successful 
folktales, for example, tend to be minimally counterintu-
itive in part because minimally counterintuitive stories 
are more memorable (Norenzayan et al., 2006). Similarly, 
high arousal content is more likely to go viral (Berger & 
Milkman, 2012) in part because arousal increases shar-
ing (Berger,  2011). By linking psychological process at 
the individual level, with the success of cultural items at 
the collective level, such work tries to demonstrate how 
individual- level process shape collective outcomes.

Along these lines, as we discuss later, we suggest that 
certain ways of writing may make academic articles eas-
ier to read or remember or make their findings seem more 
important, novel, or replicable. Similarly, certain words 
may make methodological choices seem more objective, 
or findings more conclusive or generalizable. These fea-
tures, in turn, should impact the likelihood that readers 
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   | 3STYLE, CONTENT, AND THE SUCCESS OF IDEAS

cite an article and thus shape the number of citations an 
article receives.

Note, we do not mean to suggest that all function 
words are the same, or that they all have similar ef-
fects. Different types of function words serve differ-
ent roles. Prepositions and articles are typically used 
in highly complex professional writing, for example, 
while pronouns often appear in more informal writing 
(Biber et al., 2011; Pennebaker et al., 2003; Pennebaker 
& King, 1999). That said, given function words capture 
writing style, we start by using them to test the rela-
tionship between style and the success of ideas. Then, 
once this fundamental relationship has been tested, we 
examine why particular types of function words may be 
linked to citations.

OVERVIEW OF STU DIES

To test our theorizing, we examine tens of thousands 
of academic articles from a range of disciplines. First, 
we test our suggestion that style shapes the success of 
ideas (Study 1). We examine whether writing style (i.e., 
the function words used) is associated with the number 
of citations received, even after controlling for an ar-
ticle's content features (e.g., topical focus or research 
area. Note that we are not suggesting that using more 
function words is necessarily better. Rather, consistent 
with prior work, we simply suggest that function words 
reflect linguistic style, and this, in turn, may shape the 
impact ideas achieve. Given that factors beyond the ar-
ticle text also likely drive citations (e.g., journal, pub-
lication year, and author prominence), we test whether 
the observed effects persist even including a range of 
controls. To allow for non- linear relationships or in-
teractions between variables, we also examine whether 
the results hold using a machine learning model opti-
mized for prediction.

Second, we explore three specific ways writing style 
might shape success. We start by examining whether 
particular ways of using function words (e.g., certain 
types of pronouns) are associated with greater citations 
(Study 2). Then, to test the causal impact, we conduct 
simple follow- up experiments (Study 3 and 4). We manip-
ulate function words, measure their impact, and test the 
hypothesized processes.

STU DY 1:  STY LE , CONTENT, A N D 
TH E SUCCESS OF IDEAS

To begin to explore our suggestion that style shapes the 
success of ideas, we analyze almost 29,000 academic 
articles. We use natural language processing to ex-
tract both content and style features, and test whether 
controlling for a variety of content features, and other 

factors, style is linked to the prominence research 
achieves.

Method

We compiled a corpus of full- text peer- reviewed ar-
ticles from 1990– 2018 from five social science disci-
plines (i.e., psychology, economics, political science, 
anthropology, and sociology). Online rankings and 
discipline experts were used to identify the top jour-
nals (e.g., Econometrica, Psychological Science, and 
American Journal of Sociology) in each discipline. 
Then, we acquired full- text article data, as well as 
meta- information (e.g., title, issue, and authors), from 
as many of these journals as possible from JSTOR, a 
digital library of academic journals (see Table  S1 for 
more detail).

Given the focus on research, we removed non- 
research articles (e.g., letters to the editor) and articles 
with missing text. To remove non- research articles, 
we searched the meta- information for articles whose 
subjects included words such as “reports,” “comment 
reply,” or “note” and searched for phrases like “letter 
to the editor,” “front matter,” or “in this issue” in ar-
ticle titles. In case this missed some non- research arti-
cles, we also removed articles with extremely small word 
counts, calculating mean word count per journal and 
removing articles three standard deviations below the 
mean. JSTOR automatically exports PDFs to text files, 
and some articles were transferred incorrectly, so we re-
moved any article whose word count per page fell below 
200 words per page. This left a dataset of 28,774 articles.

Given the focus on writing style, rather than the ti-
tles of articles referenced, references were removed. We 
identified the last occurrence of the word “references” 
and calculated the concentration of four- digit numbers 
beginning with “20” and “19” (as calendar year refer-
ences to the current or prior century). If those numbers 
occurred more than a reasonable portion of the time 
(i.e., 0.5%, or one out of every 40 words, which is approx-
imately the number of words in each reference), we re-
moved whatever came after.

To capture writing style, following prior work (Chung 
& Pennebaker,  2007; Ireland & Pennebaker,  2010) we 
measured the incidence rate (i.e., proportion of words) of 
each of the nine function word categories (i.e., conjunc-
tions, prepositions, quantifiers, negations, grammatical 
articles, personal pronouns, impersonal pronouns, aux-
iliary verbs, and common adverbs) in each article using 
Linguistic Inquiry and Word Count (LIWC; Pennebaker 
et al., 2015, see Table S2 for descriptive statistics).

To measure the dependent variable, we collected 
the number of citations each article received from 
Google Scholar using the Publish or Perish program 
(Harzing, 2007).
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Controls

Citations are obviously driven by many aspects beyond 
an article's text, so to test alternative explanations and 
robustness, we control for a variety of other factors.

Various non- language features might impact cita-
tions, so we start there. Articles in certain journals may 
receive more citations, so we included dummy variables 
to control for journal. Note that this also controls for any 
general differences in citation rates across disciplines. 
Older articles should have more opportunity to accrue 
citations, so we control for publication year. We also 
control for a number of features shown in prior work to 
relate to citations, including article length (Stremersch 
et al., 2007), abstract length and title length (Van Wesel 
et al.,  2014), article order in the journal (Stremersch 
et al., 2007), number of authors (Chen, 2012), and num-
ber of references (Chen, 2012).

To control for author's gender, we relied on methods 
from prior research (Fox et al., 2016; Topaz & Sen, 2016). 
Genderize.io uses public census data to map each au-
thor's name to “male,” “female,” or “none.” This com-
bined with the gender_guesser python package (version 
0.4.0) and the national name list (Kaggle, 2017) success-
fully extracted authors' gender for most of the articles. 
For the remaining authors, research assistants manu-
ally identified whether an author was female or male by 
searching for them on the internet. We control for the 
ratio of female authors.

Certain types of articles (e.g., theory pieces) may be 
cited more, so we use supervised machine learning to 
classify articles as theory pieces or not. Four research 
assistants manually coded 700 articles based on whether 
they included any experiments, data analysis, or an an-
alytical model. Pieces that did not do any of these were 
classified as theory pieces. This served as a training set. 
Next, the feature vector for the machine learning ap-
proach was generated, including the presence of equa-
tions (calculated by the percentage of equal signs in an 
article), empirical topics (calculated using LDA to iden-
tify 17 empirical topics and summing up the topic prob-
abilities for each article), and term frequency- inverse 
document frequency features (tf- idf) based on articles' 
main text. Support Vector Machines (SVM; Cristianini 
et al.,  2000) were then applied on the training dataset, 
achieving 91% accuracy using 10- fold cross- validation. 
Finally, the trained model identified the article label (i.e., 
theory or not) for the rest of the articles.

Article content likely impacts citations, so we control 
for that as well. Certain research topics or areas (e.g., 
trade policy or self and identity) might be cited more, 
so we proxy for this using a well- adopted topic model-
ing method, Latent Dirichlet Allocation (LDA; Blei 
et al.,  2003). Rather than assuming each article covers 
only one theme, topic modeling allows each article to 
be represented as a mixture of different topics (e.g., 10% 
topic A and 7% topic B). Based on coherence scores, an 

80- topic approach was used (see Table S9 for topic ex-
amples). We included each article's topic probabilities as 
controls in the model. Consistent with the notion that 
function words are capturing style and not content, their 
average absolute correlation with topics is only 0.05.

Main analytic approach

Given citations are counts, and over- dispersed, we used 
a negative binomial regression to analyze the link be-
tween style features and citation count. Because differ-
ent models use different numbers of predictors, we use 
sum- of- squared- errors- based adjusted pseudo R2 for 
model comparison (called adj. R2 hereafter), which ad-
justs variance explained for the number of predictors in 
the model. Results are identical if out- of- sample cross- 
validation is used for model comparison instead. For this 
robustness check, we use 10- fold cross- validation, and in 
each iteration, train a model with 90% of the data (train-
ing set), apply it against the remaining 10% of the data 
(test set), and calculate the predicted R2 on the test set.

Results

Results indicate that above and beyond the variance ex-
plained by non- language and content features (model 1, 
adj. R2 = 0.208), adding style features helps explain how 
many citations articles receive (model 2, adj. R2 = 0.217, 
F =  2.665, p =  0.004, Table 1; for full details on coeffi-
cients and correlations, see Tables S3 and S4). This sug-
gests that function words, which capture linguistic style, 
explain 4% of the overall variance explained and 11% of 
language's impact on citations.

These results are intriguing, but one could wonder 
whether they might somehow be driven by the modeling 
approach used. While results are the same using a penal-
ized LASSO regression (Tibshirani, 1996) to identify and 
remove predictors that may introduce collinearity (adj. 
R2 = 0.217 vs. 0.209, F = 2.658, p = 0.004), maybe there are 
non- linear relationships between the non- language or 
content controls and citations, or interactions between 
these variables that, once included, would wipe out any 
effect of style features.

To test this possibility, we used machine learning (i.e., 
a two- layer feed- forward neural network; for example 
see Hastie et al., 2009). While linear regression or SVM 
explores linear combination of variables, a two- layer 
feed- forward neural network is useful because it tries all 
combinations of variables, including nonlinear ones, to 
achieve the best prediction. We implemented the neural 
network using Keras Python package (version 2.4.3), with 
two hidden layers with 64 and 32 nodes and TanH as the 
activation function. Given that the output is count data, 
the output layer's activation function was set to exponen-
tial. As the data come from the Poisson distribution, a 
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Poisson loss function was used. Even using this more so-
phisticated approach, however, including style features 
still adds additional predictive power (model 3 vs. model 
4, predicted R2 = 0.234 vs. 0.209, F = 7.947, p < 0.001).

Overall, these results suggest that function words, 
which capture linguistic style, explain 4– 11% of the over-
all variance explained and 11– 27% of language's impact 
on citations.

Robustness checks

To further test alternative explanations, we conducted a 
number of robustness checks. In each, models are com-
pared to the model with all the non- language and con-
tent features (i.e., model 1 in Table 1).

Other content features

First, to further control for content features, we included 
the prevalence of the psychological process dictionar-
ies from Linguistic Inquiry and Word Count (i.e., af-
fective processes, social processes, cognitive processes, 
perceptual processes, biological processes, drives, time 
orientations, relativity, personal concerns, and informal 
language; Pennebaker et al., 2015).

Results remain the same: including style features still 
adds predictive power (adj. R2 = 0.220 vs. 0.211, F = 2.382, 

p = 0.011). Results also remain the same controlling for 
standard measures of readability (e.g., Flesch reading 
ease, adj. R2 = 0.217 vs. 0.208, F = 2.794, p = 0.003).

Where authors are from

Second, one could wonder whether the results are driven 
by where authors are from. Scholars outside the United 
States may write differently or be cited less (Stremersch 
& Verhoef,  2005). To test whether this can explain the 
results, we collected data on author institutions from 
Elsevier. We identified which institution each author was 
associated with, and whether the institution was based 
in the United States. For each academic article, we then 
calculated the percentage of authors that were United 
States based and used that as a control.

While this measure was only available for a portion 
of the papers in the dataset, even controlling for it, in-
cluding style features still adds predictive power (adj. 
R2 = 0.238 vs. 0.231, F = 1.885, p = 0.049).

Author prominence

Third, one might wonder whether the results are driven 
by author prominence. Maybe more prominent authors 
use particular writing styles, and it is their prominence, 
rather than the writing style itself, that impacts citations.

TA B L E  1  Style words and citations.

Negative binomial Machine learning

(1) (2) (3) (4)

Baseline +Style Baseline +Style

Adjusted R2 0.208 0.217** 0.209 0.234***

Style Features Yes Yes

Content Controls

LDA Topics Yes Yes Yes Yes

Non- Language Controls

Publication Year Yes Yes Yes Yes

Journal Yes Yes Yes Yes

Article Length Yes Yes Yes Yes

Abstract Length Yes Yes Yes Yes

Title Length Yes Yes Yes Yes

Article Order Yes Yes Yes Yes

Num Authors Yes Yes Yes Yes

Author's Gender Yes Yes Yes Yes

Num References Yes Yes Yes Yes

Article Type Yes Yes Yes Yes

Observations 28,774 28,774 28,774 28,774

Note: *p < 0.05, **p < 0.01, ***p < 0.001 values compared adding style features in each of the three model comparisons. Dummy variable was used for journal 
with American Economic Review as the base variable. Because LDA topic scores add up to 1.00 for every article, one of the topics was dropped for model 
considerations.
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This does not seem to be the case. To measure author 
prominence, we first scraped authors' Google Scholar 
profiles to retrieve their total citation count. This was only 
available for 57% of authors in the dataset, so to retain 
as many articles as possible, we used maximum citation 
count among all authors of a given article as the measure 
of prominence. Even including author prominence in the 
model, including style features still adds predictive power 
(adj. R2 = 0.168 vs. 0.100, F = 15.440, p < 0.001).

We also measured prominence through authors' aca-
demic affiliations. We matched author institution data 
with global institution rankings from times highe reduc 
ation.com and averaged school rankings over the past 
10 years. For authors whose school rank did not appear on 
the list, the school rank was set to the lowest rank plus one 
(i.e., 201). Again, author affiliation was only available for 
a portion of authors in the dataset, so to retain as many 
articles as possible we used the highest- ranking school 
from the authors of a given paper as a measure of promi-
nence. Results remain the same (adj. R2 = 0.228 vs. 0.221, 
F = 2.249, p = 0.017).

Overall then, while author prominence certainly helps 
explain citations, and prominent authors may write dif-
ferently, function words still explain citations even con-
trolling for these aspects. Further, even controlling for 
all the robustness check factors in one model, style fea-
tures still add predictive power (adj. R2 = 0.187 vs. 0.146, 
F = 4.829, p < 0.001; Table S5).

Discussion

Taken together, results of Study 1 are consistent 
with the notion that style shapes the success of ideas. 
Incorporating style features (i.e., how authors use dif-
ferent types of function words) increases the variance 
explained by 1.0– 2.5%, which is 4– 11% of the overall 
variance explained and 11– 27% of the variance explained 
by topical content (i.e., LDA topics). This result suggests 
that fewer than 500 style words that contain no ideas or 
content on their own hold up against over 100,000 con-
tent words in explaining an idea's success.

Ancillary analysis

One might wonder whether abstracts alone are enough to 
explain the effects. To test this possibility, we extracted 
the abstract from each article. The abstracts' texts are 
available in meta- information files, but they do not al-
ways appear the same way in the articles' text (e.g., dif-
ferent spellings are used, or they are mixed up with 
author information). Consequently, we cannot search for 
exact matches, and the following approach was taken. 
First, each abstract's text was extracted from the meta- 
information files. Second, both the abstract's text and the 
article's main text were tokenized into sentences. Third, 
starting from the beginning of the main text, the first text 

window with the same length as the abstract was com-
pared to the abstract, and if the similarity was above 
90%, the text window was labeled as the abstract and re-
moved from the main text. If not, the window was shifted 
by one sentence, and the analysis repeated until the ab-
stract was found or the window was shifted 20 sentences, 
whichever came first. Similarity was calculated using the 
FuzzyWuzzy Python package (version 0.17), which uses 
an edit distance algorithm, that is, counting the mini-
mum number of operations (insert, delete, or substitute) 
required to transform one string to another (Jurafsky & 
Martin, 2008).

While abstracts were only available for 84% of articles, 
results indicate that compared to a base model including 
all the controls, adding style features for only the ab-
stract does not increase predictive power (adj. R2 = 0.218 
vs. 0.217, F = 0.259, p = 0.985). This casts doubt on the 
notion that the effects are driven solely by abstracts

Specific function word types

Though our focus is in the effect of function words, over-
all, the relationships between specific function word 
types and citations are as follows: Personal Pronoun: 
b  =  −0.043, p < 0.001; Impersonal Pronoun: b  =  0.088, 
p < 0.001; Article: b  =  −0.036, p < 0.001; Preposition: 
b = 0.016, p = 0.004; Auxiliary Verb: b = −0.023, p = 0.016; 
Adverb: b  =  0.154, p < 0.001; Conjunction: b  =  0.073, 
p < 0.001; Negation: b  =  −0.114, p < 0.001; Quantifier: 
b = 0.053, p < 0.001 (Table S3).

STU DY 2:  EXPLORATORY 
A NA LYSIS OF W RITING STY LES 
ASSOCI ATED W ITH IM PACT

While study 1 suggests that style shapes success, which 
particular ways of writing increase impact, and why?

Though the simplest place to start might seem like 
exploring the overall relationship between each type of 
function words and citations, this ignores a great deal 
of variation, both within function word type and due to 
context. Different types of personal pronouns (e.g., first- 
person vs. second- person), for example, have been shown 
to have different effects (e.g., on customer satisfaction, 
Packard et al., 2018). Consequently, assuming all func-
tion words in the same category have the same effect is 
likely incorrect. Further, given there are nine types of 
function words, comprehensively examining each in one 
paper would be challenging.

Consequently, we do something more exploratory. 
Rather than examining the overall relationships between 
a function word category and citations, which may be 
driven by various, even opposing effects, we explore spe-
cific contexts where our theorizing suggests that specific 
types of function words may have particular effects. We 
do not mean to suggest that these are the only effects of 
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   | 7STYLE, CONTENT, AND THE SUCCESS OF IDEAS

function words, or the most important ones, but they are 
a place to start.

Specifically, we focus on three key areas. First, we ex-
plore auxiliary verbs. Auxiliary verbs like “had” or “has” 
can signal when something occurred (e.g., past like “had 
considered” or present like “has considered”), and we ex-
amine how such referencing different temporal perspec-
tives relates to the prominence research achieves.

Second, we explore personal pronouns. We examine 
the role a particular type of personal pronouns (i.e., first- 
person pronouns like “I” or “we”) play in expressing per-
sonal voice.

Third, we examine prepositions and articles. These 
types of function words have been linked to cognitive 
complexity, and we examine how simplicity may be ben-
eficial (or detrimental) depending on where it occurs.

Auxiliary verbs and temporal perspective

Auxiliary verbs (e.g., “has,” “had,” “is,” and “was”) modify 
content verbs and can signal their framing in time. When 
talking about the literature, for example, someone can talk 
about it in the past (e.g., it “had considered” the work on…) 
or present (e.g., it “has considered” the work on…).

While journal style guides, and academics themselves, 
commonly recommend describing research using the 
past tense (American Psychological Association,  2020; 
Bem, 2003; Nature, 2014), we suggest that present tense 
may lead to greater impact. Though a paper's content 
(i.e., theorizing, methods, and results) occurred in the 
past, using present tense may make that content seem 
more current and in the moment (Liberman et al., 2007). 
This should make the ideas seem more relevant, applica-
ble, and important to individual readers, which should 
make them more likely to cite the article. This, in turn, 
should increase an article's collective success (i.e., the 
number of citations it receives).

Method

To test this possibility, judges manually coded whether 
each auxiliary verb referenced the past (e.g., “had” or 
“was”) or present (e.g., “has” or “is”). Then, using the 
negative binomial model from the main analyses, and in-
cluding all the control variables (i.e., non- language and 
content controls), we examine the relationship between 
past-  and present- focused auxiliary verbs and the num-
ber of citations an article receives.

Results

Consistent with our theorizing, results suggest that 
past- focused language may reduce impact while present- 
focused language may increase it. While papers written 
with more past- focused auxiliary verbs are cited less 

(b = −0.147, p < 0.001), those written with more present- 
focused auxiliary verbs are cited more (b = 0.031, p = 0.01).

To test robustness, we also examine Linguistic Inquiry 
and Word Count's (Pennebaker et al.,  2015) temporal 
orientation categories (i.e., focus past and focus present). 
These categories include 100 of words that discuss the 
past (e.g., added and appeared) or present (e.g., add and 
appear). Results are the same. More past- focused articles 
are cited less (b = −0.125, p < 0.001), while more present- 
focused articles are cited more (b  =  0.080, p < 0.001; 
Table S6).

Personal pronouns and personal voice

Beyond temporal perspective, the use of personal pro-
nouns may also shape citations. In particular, we exam-
ine personal pronouns that involve personal voice (i.e., 
first- person pronouns like “I” or “we”). While academic 
writing guides argue that authors should write in a man-
ner that is distant, objective, and devoid of self- reference 
(e.g., avoiding words like “I” or “we”; Bem,  2003; 
Strunk Jr & White,  1999; c.f.; American Psychological 
Association,  2019), we suggest that using such first- 
person pronouns may sometimes be beneficial.

Pronouns suggest who is driving the action. If some-
one says “we found X,” for example, it suggests that they 
found something. Alternatively, using passive voice (e.g., 
“X was found”) or a different subject (e.g., “this research 
found”) distances the authors from the action. Consistent 
with this idea, employees who used more first- person 
pronouns (“I” or “we”) while helping customers seemed 
more involved or agentic (Packard et al., 2018).

Building on this notion, we suggest that taking per-
sonal ownership of arguments, hypotheses, findings, 
and contributions (e.g., “we reveal” vs. “the present 
research reveals”) that are empirically supported may 
make the authors seem more knowledgeable, increas-
ing the perceived authority of the research. This should 
lead individual readers to be more likely to cite the 
piece, and, in turn, lead articles that use such language 
to be more successful overall. Taking personal own-
ership of methods and results (e.g., “we asked partici-
pants to do X" vs. “participants did X"), however, may 
make methodological choices seem more subjective. 
Consequently, whether personal voice is beneficial or 
not may depend on where it is used (i.e., front end vs. 
methods and results).

Method

To test this possibility, we use manual coding and 
machine learning to separate each article into three 
segments, (1) front end (i.e., literature review and 
theorizing), (2) methods and results, and (3) general 
discussion or conclusion (see Appendix  S1 for more 
detail). Then, we use the negative binomial model 
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8 |   BOGHRATI et al.

from the main analyses including all the control vari-
ables (i.e., non- language and content controls) to test 
the relationship between first- person pronouns and 
citations across different article segments (control-
ling for all other function word categories in each of 
those segments). This sheds light on the relationship 
between first- person pronouns in a given article por-
tion (e.g., the front end) and citations, controlling for 
the presence of that feature in other portions (i.e., the 
conclusion).

Results

As expected, and in contrast to some prior suggestions, 
using personal voice does not always seem detrimental. 
While papers written with more self- referencing func-
tion words (i.e., first- person pronouns) in the empiri-
cal section are cited less (b = −0.029, p = 0.016), papers 
whose front ends are written with more first- person 
pronouns are cited more (b  =  0.076, p < 0.001). First- 
person pronouns had a different relationship with 
citations across different sections (middle section x 
first- person pronouns: b = −0.062, p < 0.001; conclusion 
section x first- person pronouns: b = −0.058, p < 0.001). 
Results are similar for usage of “I” and “we.” Thus, 
while some writing manuals are more comfortable with 
usage of “we” than “I” it does not seem like there is 
a distinction between them. The relationship was also 
positive in the concluding section, albeit not signifi-
cantly so (b = 0.007, p = 0.29). A multiple function word 
measure used to identify more personable writing style 
(i.e., analytic thinking; Jordan et al., 2019) shows simi-
lar results.

Further, if our theorizing about the value of removing 
personal ownership from the methods and results section 
is correct, impersonal pronouns may also be important. 
Impersonal pronouns (e.g., “it” or “that”) remove a per-
sonal actor and thus may be valuable for distancing the 
authors from the methodological choice and findings. 
Consistent with this notion, articles which used more im-
personal pronouns in the middle empirical section (i.e., 
methods and results) were cited more (b = 0.080, p < 0.001; 
Table S7).

Articles, prepositions, and simplicity

Simplicity may also be linked to the success of 
ideas. While academic ideas are often quite complex 
(Gray, 2021; Metoyer- Duran, 1993), communicating them 
more simply should make them easier to understand, re-
member, and act or build on (Chater, 1999; Fogg, 2009). 
This should increase the likelihood that readers cite an 
article, which, in turn, should increase the article's col-
lective impact (i.e., number of citations it achieves). We 
suggest this may be particularly important when ideas 

are first being explained (e.g., in the beginning of an arti-
cle where authors are laying out their thinking).

To test these possibilities, we explore two types of 
function words linked to cognitive complexity: arti-
cles and preposition (Biber et al.,  2011; Pennebaker 
et al., 2003; Pennebaker & King, 1999). Grammatical ar-
ticles add complexity by asking readers to make distinc-
tions between a single case or a class of something (e.g., 
the car vs. a car) while prepositions do so by introducing 
novel or conditional linkages among nouns, pronouns, 
or phrases (e.g., growth despite inflation; ate more can-
dies except when).

Method

To test these possibilities, similar to the analyses involv-
ing personal voice, we use the negative binomial model 
from the main analyses. We include all the control vari-
ables (i.e., non- language and content controls) and test 
the relationship between articles and propositions and 
citations across different article segments (controlling 
for all other function word categories in each of those 
segments).

Results

Consistent with our theorizing, results indicate that sim-
plicity is linked to citations. Papers that use fewer arti-
cles (b  =  −0.034, p < 0.001) or prepositions (b  =  −0.015, 
p < 0.001) in the front end are cited more. Traditional 
readability measures show similar effects. Though we 
did not have an explicit prediction about the conclud-
ing section, effects there are similar, albeit weaker 
(bArticles = −0.007, p < 0.001; bPrepositions = −0.004, p = 0.17). 
There is some evidence that the relationship between ar-
ticles and citations varied by sections (conclusion section 
x articles: b = 0.008, p = 0.06; middle section x articles: 
b = 0.003, p = 0.55). Similarly, there is some evidence that 
the relationship between prepositions and citations var-
ied by sections (middle section x prepositions: b = 0.011, 
p =  0.06; conclusion section x prepositions: b =  0.0004, 
p = 0.93).

That does not mean simplicity is always good, though. 
In the methods and results, for example, complexity may 
sometimes be useful or even required. Indeed, the cost of 
complexity seems to weaken (bArticles = −0.002, p = 0.66) or 
even reverses (bPrepositions = 0.027, p < 0.001) in the middle 
section where methods or results are discussed (Table S8).

Discussion

Overall, an exploratory analysis sheds some initial light 
on categories of function words linked to greater im-
pact. Specifically, consistent with our theorizing, results 
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   | 9STYLE, CONTENT, AND THE SUCCESS OF IDEAS

suggest that auxiliary verbs (through their role in com-
municating time), personal pronouns (through their role 
in personal voice), and articles and prepositions (through 
shaping complexity) are all associated with how many ci-
tations research achieves.

Importantly, though, as the results illustrate, these 
relationships can depend on the context. While papers 
with simpler front ends are cited more, for example, sim-
plicity is less useful in the methods and results.

There are certainly other reason function words may 
shape communication's impact, but hopefully these ini-
tial results spark future research.

STU DY 3 A N D 4:  EXPERIM ENTA L  
EVIDENCE

While natural language processing of tens of thousands 
of articles suggests that linguistic style may shape im-
pact, one could still wonder whether the effects are truly 
causal. After all, maybe there is some unobserved factor 
that is driving both linguistic style and citations.

Controlling for factors like author fame, institution, 
article topics, other linguistic features, and over a dozen 
other measures casts doubt on this possibility, but to 
provide an even stronger test, we conduct two simple ex-
periments. In each, we manipulate one of the function 
word categories linked to increased citations in Study 
2 and explore its causal impact. Specifically, we manip-
ulate personal voice through the presence of pronouns 
(Study 3) and temporal perspective through verb tense 
(Study 4).

STU DY 3:  PERSONA L VOICE

Study 3 tests our suggestions that using personal pro-
nouns to take ownership of a finding may make re-
search seem more important and impactful. Further, 
it tests whether this occurs, at least in part, because 
personal voice makes authors seem more insightful or 
knowledgeable.

Method

Participants (N  =  185, recruited through Amazon 
Mechanical Turk) were randomly assigned to condition 
(i.e., Control or Personal Voice) in a between- subjects de-
sign. They were told they would read some information 
about academic research.

All participants read a brief one- sentence research 
description, and the only difference between conditions 
was whether or not the description included personal 
voice. In the control [personal voice] condition, partic-
ipants read that “Results [We] reveal an even more cost- 
efficient way to produce clean energy.”

All participants then completed the dependent mea-
sures, the importance of the research (i.e., “how import-
ant is this research”) and its likely impact (i.e., “how 
impactful do you think this research will be”), both on 
7- point scales (1 = not at all, 7 = extremely). To test the 
hypothesized process, participants also completed a two- 
item measure of how knowledgeable the author seemed 
about the topic (i.e., “how knowledgeable do you think 
the author is about this research topic?”, “how insight-
ful is the author when it comes to this issue?”; r = 0.86, 
p < 0.001).

Results

As predicted, and consistent with the results of the 
field data, using personal voice led people to think 
the study was more important (MPersonal Voice =  6.15 vs. 
MControl  =  5.76, F(1,183)  =  5.35, p  =  0.022). Using per-
sonal voice also led them to think the study would be 
more impactful (MPersonal Voice = 5.97 vs. MControl = 5.39, 
F(1,183) = 8.16, p = 0.005).

Finally, as predicted, mediation analysis (PROCESS 
model 4; Hayes, 2018) confirmed that perceived author 
knowledge mediated the effect of personal voice on the 
study's importance (indirect effect = 0.15, 95% CI [0.05, 
0.26]) and impact (indirect effect  =  0.19, 95% CI [0.06, 
0.34]). Using personal voice made the author seem more 
knowledgeable about the topic (b  =  0.27, SE  =  0.09, 
t = 3.01, p = 0.003), which made the study seem more im-
portant (b = 0.56, SE = 0.06, t = 10.21, p < 0.001) and im-
pactful (b = 0.69, SE = 0.07, t = 10.65, p < 0.001).

STU DY 4:  TEM PORA L  
PERSPECTIVE

Study 4 tests our suggestion that talking about a find-
ing using present rather than past tense auxiliary verbs 
makes research seem more important and impactful. 
Further, it tests whether this is driven, at least in part, by 
making the research seem more current.

Method

Participants (N = 234, recruited through Prolific) were 
randomly assigned to condition (i.e., Present Tense 
or Past Tense auxiliary verbs) in a between- subjects 
design.

All participants read a brief one- sentence research 
description, and the only difference between conditions 
was the auxiliary verb tense used. In the past [present] 
tense condition, participants read that “This drug had 
[has] achieved a 15% reduction in cancer cells.”

All participants then completed the dependent mea-
sures from Study 3. To test the hypothesized process, 
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10 |   BOGHRATI et al.

participants also completed a measure of how current the 
findings are (i.e., “how current is this finding?” 1 = Not 
at all current; 7 = Extremely current).

Results

As predicted, and consistent with the field data, using 
present tense led people to think the study was more im-
portant (MPresent = 5.97 vs. MPast = 5.60, F(1, 232) = 5.36, 
p = 0.021) and would be more impactful (MPresent = 5.69 
vs. MPast = 5.20, F(1, 200) = 7.79, p = 0.006).

Further, as predicted, mediation analysis (PROCESS 
model 4; Hayes,  2018) found that perceived current-
ness of the findings mediated the effect of personal 
voice on the study's importance (indirect effect =  0.24, 
95% CI [0.09, 0.41]) and impact (indirect effect  =  0.22, 
95% CI [0.08, 0.38]). Using personal voice made the re-
search seem more current (b = 0.55, SE = 0.16, t = 3.38, 
p < 0.001) which boosted the study's perceived impor-
tance (b = 0.43, SE = 0.06, t = 7.41, p < 0.001) and impact 
(b = 0.40, SE = 0.06, t = 6.20, p < 0.001).

Discussion

Experimental evidence provides further evidence for the 
impact of writing style. Consistent with the field data, 
small shifts in function words (e.g., replacing the word 
“results” with the pronoun “we”) increased the perceived 
importance and expected impact of academic research. 
An additional experiment (Study 5, see Appendix  S1) 
demonstrates that the results of Study 4 extend beyond 
auxiliary verbs to verb tense more generally. Describing 
research results using present rather than past tense (i.e., 
a drug lowers rather than lowered cancer risk) led par-
ticipants to think the study was more important and the 
findings would be more impactful.

By directly manipulating these language features, we 
cast doubt on alternative explanations based on unob-
servables or correlated content and underscore function 
words' causal impact. By keeping the content identical, 
and simply manipulating style, we further demonstrate 
style's importance.

GEN ERA L DISCUSSION

Language shapes the effectiveness of communication. 
It shapes whether ads persuade, salespeople sell, and 
customer service agents are seen as helpful. It shapes 
whether word of mouth influences behavior, leaders are 
effective, or academic research has impact.

But while content certainly shapes the success of 
ideas, the present work finds that style also plays an im-
portant role. Even in academic research, where writing is 
often seen as merely a disinterested way to communicate 

truth, writing style helps explain the impact (i.e., number 
of citations) ideas achieve. Style words (i.e., “function 
words”) explain 4– 11% of the overall variance explained 
and 11– 27% of language's impact on citations. If commu-
nication style shapes impact even in a content- focused 
domain like academic research, its effect in other do-
mains might be even larger.

The results also suggest specific writing styles that 
may increase impact. While journal style guides often 
suggest using past tense, results suggest that using the 
present tense (e.g., we theorize instead of theorized) may 
be more beneficial. While some have suggested that first- 
person voice is bad because it distracts from the paper's 
content (Bem,  2003), we find that there are times for 
taking personal credit for writing (i.e., front end) and 
others for letting the paper's content stand on its own 
(i.e., methods and results). And while academic ideas are 
often complex, explaining ideas simply may be import-
ant, particularly in a paper's front end.

Contributions and implications

These findings have a number of contributions and im-
plications. First, they speak to how to communicate aca-
demic research. Communicators often think that using 
complex language will make them seem more intelligent 
(Oppenheimer,  2006). Further, peer- reviewed research 
often adopts a dry, dense, and impersonal style that 
can be sometimes challenging to read and understand 
(Freeling et al.,  2019; Ruben,  2016). But while authors 
across many disciplines have intermittently theorized 
about what counts as “better writing” (Bem,  2003; 
McCloskey,  1985; Mensh & Kording,  2017), little work 
has actually tested these suggestions.

Our results suggest that a few relatively simple stylistic 
shifts may help boost academic research's impact. Using 
first- person pronouns (e.g., “we” suggest) to own argu-
ments, directions, or contributions may, for example, 
may be helpful. When discussing the evidence for one's 
ideas, however, avoiding self- reference may make choices 
seem less subjective. Using a simpler style (i.e., fewer ar-
ticles and prepositions), particularly at the outset, may 
also be beneficial. And while style guides commonly rec-
ommend past tense, this may be misguided. Using pres-
ent tense rather than past (e.g., “we find” rather than “we 
found”) may increase impact by making the ideas seem 
more current and relevant.

Along these lines, the results suggest when particular 
language features might play a greater role. Content is 
often divided into multiple parts or portions. The goals 
of a presentation's introduction, for example, might be 
quite different than the goals of the middle (e.g., to gar-
ner interest versus inform). Similarly, the introduction 
of an academic paper may have different goals than the 
methods and results. Consequently, simple suggestions 
like “write simply” may not only miss nuance but be 
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   | 11STYLE, CONTENT, AND THE SUCCESS OF IDEAS

detrimental in some cases. Indeed, our results suggest 
that writing too simply in the methods and results may 
decrease impact (see Markowitz,  2019 for the relation-
ship between different types of linguistic complexity and 
grant funding). By dividing papers into sections, we ex-
plore not only whether style matters, but when.

This work also contributes to the literature on cultural 
selection (Akpinar & Berger,  2015; Heath et al.,  2001; 
Kashima,  2008; Norenzayan et al.,  2006; Schaller & 
Crandall,  2003). While cross- cultural research has 
demonstrated how culture affects individual- level psy-
chological processes (Markus & Kitayama,  1991), the 
reverse is also true. Psychological processes shape the 
norms, practices, and content that make up culture. In 
this instance, linguistic style may make articles easier 
to read and comprehend, make methodological choices 
seem more objective, or make findings seem more im-
portant, novel, or generalizable. These aspects, in turn, 
should shape each reader's likelihood of citing the arti-
cle, and thus, the prominence research achieves.

Future research

As with any investigation, these findings raise a number 
of interesting questions for future research. Work might 
examine the relative impact of style versus content in 
different domains. One could argue that academic writ-
ing is relatively constrained. Papers have norms or style 
guides, and given the topical content, there may be con-
straints on language features like pronoun use or certain 
types of grammatical articles. Consequently, the effects 
might be even larger in areas like advertising or public 
speaking where language is less constrained.

The inferences generated by the style variations con-
sidered might also vary across different age groups, cul-
tures, or education levels. And while we controlled for 
some aspects of content (i.e., the topics discussed and 
other linguistic features), one could argue that the qual-
ity or novelty of ideas being presented has not been taken 
into account. Though it is possible that controlling for 
the topical mixture gets at this to some degree, it may not 
get at it fully. While we are not aware of any measures of 
idea quality, hopefully future advances will allow this to 
be studied in greater detail. Idea novelty might be able 
to be captured by how similar content is to related work, 
but doing so remains non- trivial.

Present tense may also increase persuasion (see 
Packard et al.,  2023). Saying a book “is” rather than 
“was” interesting made others more interested in reading 
it, for example, and online reviews noting that a beach 
“does” rather than “did” have great atmosphere made 
readers think they would like it more. Using present tense 
may make communicators seem more confident, which 
may make others more likely to follow their suggestions.

Future research might also delve into other ways lan-
guage shapes an idea's impact. Expressing more certainty, 

for example, may be beneficial (because it increases the 
perception that a phenomenon is true) or detrimental 
(if it seems unwarranted; Willis et al.,  2011). Ancillary 
analyses in our data, for example, suggest that LIWC's 
clout measure (Kacewicz et al.,  2014), which captures 
the degree to which people speak with confidence and 
a sense of certainty, is associated with greater citations, 
though it seems that this relationship is driven mostly by 
the middle section of the paper.

The degree to which articles are written using more 
of a narrative style may also play a role. Ancillary anal-
yses in our data, for example, suggest that lower scores 
on LIWC's analytical thinking measure (Pennebaker 
et al., 2014), which indicate more narrative thinking, is 
associated with greater citations. Further, rather than 
being restricted solely to the language in the introduc-
tion, this relationship also exists, albeit weakly, through 
the middle and concluding section of papers.

Using more familiar language may help if it makes 
content easier to read. Compared to using definite ar-
ticles (i.e., “the,” which specifies a singular, identified 
member of the type, e.g., violating the norm of …) using 
indefinite articles (i.e., “a” or “an” which means that 
any member of that type is being discussed, e.g., vi-
olating a norm of …) may make content seem broader 
and generally applicable, which may increase citations. 
Language's impact may also vary by discipline. While 
jargon may generally decrease readability (Pennebaker 
et al., 2015; Warren et al., 2021), and thus citations, it may 
increase impact in disciplines where it is seen as a signal 
of credibility.

Finally, this work highlights the value of using natu-
ral language processing to understand human behavior 
(see Berger & Packard, 2022; Boyd & Schwartz, 2021 for 
recent reviews). Most activities people do on a daily basis 
involve language. People produce language through writ-
ing emails, making presentations, talking to friends, and 
posting content online. They consume language through 
watching movies, listening to songs, and reading books, 
news articles, and other types of content. Even human 
thought involves language.

As these examples highlight, language serves two key 
functions. It both (1) reflects aspects of the people, or-
ganizations, and socio- cultural contexts that produce it 
and (2) impacts the people and audiences that consume 
it. Consequently, analyzing language can shed light on 
both language producers and language recipients. It 
can deepen understanding around differences between 
people, organizations, and cultures. And it can provide 
insight into persuasion, effective communication, and 
why ideas catch on. By quantifying features of language, 
automated text analysis will hopefully unlock a range of 
interesting insights.
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