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Abstract

Despite the rising popularity of non-traditional retail spaces providing immersive experi-
ences, empirical evidence on their impact on customer behavior remains limited. We study
the causal impact of customers visiting an experiential store on their purchase behavior. Ana-
lyzing individual-level transactions from a personal care business over a year before and after
the store’s launch, we find a positive and economically significant average treatment effect on
customer spending. However, substantial heterogeneity exists, with only around 20% of cus-
tomers exhibiting a significant positive effect, while the majority show no significant change.
The most substantial treatment effects are observed among high-value customers who, despite
a long lapse since their last interaction, actively engaged with the firm. We decompose the
treatment effect across the differing needs using a model that links product purchases in a
customer basket to underlying customer needs. We find that needs linked to sophisticated
skincare routines, connecting to high-priced items that customers can assess through hands-on
testing and workshops provided in the store, exhibit positive significant effects. In contrast,
treatment effects associated with basic skincare routines show no significant impact. The re-
sults align with experiential learning and haptics, offering insights into the implications for
experiential retailing.
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INTRODUCTION

Effective customer engagement is one of the top priorities for businesses (Forbes 2021).
While advances in digital technology have helped firms to achieve these objectives, many are
currently facing diminishing returns from investments in digital marketing due to heightened
competition (e.g., Kahn et al. 2018; Kannan and Li 2017; Lemon and Verhoef 2016). Conse-
quently, physical stores are reclaiming their importance in shaping the customer journey (e.g.,
Cui et al. 2021; Grewal et al. 2009; Zhang et al. 2022).

In the retail landscape, firms have employed various strategies with their physical store-
fronts. Some retailers (e.g., Walmart, Costco) emphasize extensive inventories and competitive
pricing, catering to a wide customer base. In contrast, others (e.g., Hermes) prioritize exclu-
sivity and luxury goods, often showcasing their latest offerings in flagship stores located within
prime real estate areas. Amidst these extremes, numerous mainstream brands are exploring
new ways to distinguish themselves, influenced by consumer expectations regarding the role
of brick-and-mortar stores. Recent surveys indicate that over a third of consumers seek ex-
periential engagement with brands and prefer interacting with products before making their
purchase decisions.1

To stay relevant and foster deeper relationships with customers, many retailers are es-
tablishing innovative stores that extend beyond conventional retail transactions. These non-
traditional retail spaces, often termed as “experiential retail stores” or “experiential stores,”
focus more on educating and entertaining customers through immersive and interactive expe-
riences and less so on sales (e.g., Jahn et al. 2018). For instance, Samsung 837, Samsung’s
experiential retail space in New York City, invites visitors to immerse themselves in exploring
and interacting with Samsung’s latest technology. Several brands across different industries
(e.g., Nike, Glossier, Lululemon, Dyson) are also opening such stores to address their cus-
tomers’ needs around “shoppertainment” as well as to educate them about their offerings.

Firms adopting experiential retail strategies aim to achieve a diverse set of objectives.
These may include boosting store traffic, fostering social engagement, educating customers, and
gathering feedback from them. The ultimate measure of success in these endeavors often hinges
on the extent to which these immersive physical spaces meant for educating and entertaining
customers also function as a gateway for incremental customer purchases (e.g., Breugelmans
et al. 2023). For the latter, concerns arise from past work on customer education and the
implications associated with assisting customers in building their expertise. For instance,
customers may develop sufficient knowledge about products through visits to an experiential
store, potentially making it easier for them to switch to competitors (e.g., Bell et al. 2017;
Levitt 1980). However, past work on ongoing search suggests that customers acquire knowledge
outside the usual purchase journey, which can make future buying more efficient (e.g., Bloch
et al. 1986). Given these diverging views, researchers have noted a growing need to examine
the impact of new store formats on key performance metrics (Breugelmans et al. 2023).

Our research draws on this call to action and we assess the causal impact of customers
visiting an experiential store (the treatment) on their subsequent behavior. Specifically, we
are interested in addressing the following questions: Does a visit to the experiential store
contribute to increased revenues for a firm? If so, how do these effects vary across customers?
Moreover, what are the underlying drivers and whether store visits benefit certain product
categories more than others? We address these questions in close collaboration with an Asian
retailer in the personal care industry which launched an experiential store in 2019. Like many
other retailers, the company was keen on experimenting with a non-traditional retail format
but was uncertain about the downstream impact on customer behavior. Customers could
participate in hands-on testings, interactive displays, and workshops, and notably purchases

1https://www.shopify.com/plus/commerce-trends/retail
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were not directly facilitated within the premises. The retailer aimed to showcase its wide range
of products and raise awareness in a purchase-free environment that encourages exploration
of different brands and products. Leveraging individual-level transaction data spanning 24
months including both pre-launch and post-launch periods of the store, we address the first
two questions using propensity score matching with the difference-in-differences procedure
(Angrist and Pischke 2008) and estimate the treatment effect on customers who visited the
store. Additionally, we obtain individual treatment effects by applying generalized random
forests (Athey et al. 2019).

The findings show that a visit to the experiential store is effective in lifting customer
purchases. On average, treated customers increase their purchase amount by about $6.00 per
month over a period of 12 months post treatment, compared with a group of control customers.
The effect is economically significant when considering the average monthly spending is about
$20 during the pre-treatment period. Additionally, treated customers make more frequent
purchases and purchase more items. Our findings are robust to self-selection, different treated
and control groups, model mis-specification and different outcomes of purchase behavior. More
relevant from a managerial perspective, there is substantial variation in the treatment effect
across customers. Specifically, the change in purchase amount post treatment ranges from
below $-2.00 to over $50, exhibiting a highly skewed distribution. The median change in
purchase amount stands at just less than $2.00 per month. There is a small group of visitors
that have significant positive treatment effects (about 20%), while a considerable portion of
customers shows no significant change at all. The experiential store has a larger impact on
older, high-value customers (based on past purchase patterns) who actively engaged with the
firm but had a longer lapse since their last interaction. In sum, the experiential store is not
equally effective for every customer.

We offer evidence for the drivers of the documented effects. We do so by proposing a
needs-based modeling framework that links product purchases within a customer basket to
their latent needs. Importantly, we establish a connection between the two analyses, i.e., the
impact of store visits and the inferred customer needs, and decompose the overall treatment
effect across the differing needs. The results indicate that there is significant variation in the
treatment effect across needs. Customer needs exhibiting a significant positive impact from the
treatment, such as anti-aging concerns, are associated with more elaborate skincare regimens.
These advanced needs are related to high-priced premium products that customers can better
assess through hands-on testing and participation in workshops, which are exactly the kinds
of activities offered in the store. In contrast, treatment effects associated with needs related
to basic and simple skincare routines are not significant. Thus, our findings are in line with
past work on experiential learning (e.g., Kolb and Kolb 2005; Zhang et al. 2022) and haptics
(e.g., Peck and Childers 2003). These findings are also largely consistent with recent work
on customer education initiatives (Bell et al. 2017), which suggests that educating customers
on firm-specific expertise can be beneficial, such as understanding the unique benefits of a
specific anti-aging cream offered by the firm. In contrast, building market-related expertise,
like gaining more knowledge about basic products, might not yield similar benefits.

Our paper is related to several streams of research. Broadly, our study adds to the lit-
erature covering the disruptive changes in the retailing industry. Kahn et al. (2018) provide
an excellent discussion on topics such as omnichannel marketing, digital technology, and the
integration of big data for innovative customer interactions. In the same vein, Gauri et al.
(2021) discuss the evolving landscape of retail formats and speculate on the future of physical
stores. They also offer a summary of work in related areas such as multi-channel marketing,
assortments, and showrooming (refer to Table 1 on page 45). Relevant to our investigation,
Gensler et al. (2017) find that non-price factors like perceived product quality and service wait
time in physical stores provide valuable information to customers and contribute positively to
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showrooming. The notion that technology aids in product discovery and fit assessment aligns
with the idea of shoppertainment, which provides an entertaining experience while potentially
boosting sales, either directly or indirectly. Recent studies have sharpened our understanding
of this concept, establishing it as a primary motivation for consumers to visit stores (e.g.,
Breugelmans et al. 2023; Jahn et al. 2018; Robertson et al. 2018). Our context serves as
an exemplary case of a company leveraging shoppertainment to engage customers. Through
product demonstrations, hands-on testings, interactive displays, and workshops, the aim is to
foster customer engagement and education without immediate purchase pressure, potentially
influencing future sales.

Our work also complements and extends the research exploring the impact of shopper-
tainment on future customer-level outcomes. Recent studies have focused on examing the
causal impact of livestream shopping on future purchase (e.g., Liu 2022). However, within the
domain of experiential stores, there is limited research employing a causal framework. Jahn
et al. (2018) describe an experiment where participants visit an experiential flagship store in
a simulated setting or a regular brand store and report that positive retail experiences can
influence purchases of both standard and exclusive products. One notable study employing a
causal framework using secondary data is Bell et al. (2020), which collaborated with a digital
apparel company (Bonobos) to quantify the impact of customer visits to their physical loca-
tions (termed as Guideshops) on future revenues. We complement their work by examining
the heterogeneity in the effects across customers and conducting a detailed analysis to uncover
latent needs. In addition, we show how to decompose the treatment effect across these needs
and offer a more nuanced understanding of the product categories that benefit the most from
the visit. Finally, in contrast to Guideshops and similar physical spaces of digital native com-
panies where customers can receive personalized assistance prior to making purchases in their
e-commerce channels, our study’s context emphasizes customer exploration, education, and
engagement in a purchase-free environment.

Finally, we contribute to a growing literature in marketing that have integrated machine
learning methods for causal analysis (e.g., Goli et al. 2021; Iyengar et al. 2022; Unal and Park
2023). In addition to our main analysis, we extend our findings with results from a needs-
based modeling framework (e.g., Lee and Ariely 2006). This analysis is important from both
theoretical and managerial perspectives, as it helps test potential drivers of our observed effects
and provides managerial implications for the findings. While past work has explored a similar
approach when examining market baskets for product recommendations (e.g., Jacobs et al.
2016), we contribute methodologically by decomposing the overall treatment effect, obtained
from a difference-in-difference analysis, across differing needs. This approach allows us to
determine how much each need contributes to the overall treatment effect and the mapping of
products to different needs. It is noteworthy that we allow a product to serve multiple needs
based on the other products within the basket, thus capturing the synergy among products in
the purchased assortment.

The remainder of the paper is organized as follows. Section 2 describes our research setting
and data. Next, in Section 3, we discuss our empirical methodology. Section 4 presents
the findings from the main analysis and offers several robustness checks. We then describe
a needs-based modeling framework in Section 5 that captures the underlying drivers of our
results. Section 6 concludes with a discussion of limitations and directions for future research.

RESEARCH SETTING AND DATA

In response to the evolving shopping patterns and customers expecting to seamlessly engage
with brands on both online and offline channels, firms are evaluating the role of physical spaces
in the customer journey. On one end, smaller digital native companies are increasingly opening
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showrooms. These spaces offer customers with the opportunity to engage with a select range of
products, and make informed decisions before being directed to finalize their purchases through
an online channel (Bell et al. 2020). Examples abound, such as Bonobos, Warby Parker, and
Casper. Bonobos, initially an online men’s clothing brand, introduced “Guideshops,” which
are physical spaces that blend the ease of online shopping with personalized in-person service.
A visit to a Guideshop provides a one-on-one experience with a dedicated guide who will go
through the product line with customers and follow up with a summary of all the sizing, fit
and style information they need to place their order.

Mainstream retailers, long accustomed to conducting business via physical stores (as well
as online), have also expanded their approach by incorporating non-traditional retail spaces
into their business strategy. Among the diverse array of non-traditional spaces, one prominent
model is the experiential store, also referred to as experiential retail. These spaces prioritize
creating immersive and engaging experiences for customers that extend far beyond conventional
shopping encounters and typically there is no pressure for customers to make purchases within
the store. Experiential stores often incorporate various elements such as interactive displays,
hands-on product demonstrations, workshops, events, or themed environments. The goal is
to evoke emotions, stimulate senses, and create a connection between the customers and the
brand, fostering brand loyalty. The hope also is that if the experience is more enjoyable and
memorable, it will in turn encourage consumers to purchase. Examples include Samsung 837,
Nike House of Innovation, Petco and others.

Despite frequent mentions in popular media and praise from practitioners, there is little
empirical research that has rigorously examined the impact of experiential store on customer
behavior.2 Moreover, as noted earlier, there are concerns based on past work on customer
education programs and whether these immersive physical spaces meant for educating and
entertaining customers can function as a gateway for incremental customer purchases (e.g.,
Breugelmans et al. 2023). In this paper, we address this gap and investigate the impact of
customers visiting an experiential store on their subsequent behavior by collaborating with an
Asia-based retailer. Operating through both physical and online channels, the firm specializes
in a variety of personal care categories (e.g., skincare, makeup, body care) and offers an
extensive range of products, including affordable entry-level options and premium products,
to cater to the wide-ranging individual needs. In October 2019, the retailer introduced an
experiential store, which offered a diverse range of immersive experiences designed to engage
customers. For instance, customers had the opportunity to participate in a wide spectrum
of activities, including product demonstrations, hands-on testings, interactive displays, and
engaging workshops, among various other encounters. Importantly, customers could not make
direct purchases at this store. The store’s opening was communicated through mass marketing
efforts and, to the best of our knowledge, there was no specific reason for the retailer choosing
October as the launch month. Like many other firms in its industry, the company was keen
on understanding the impact of experiential stores on future customer behavior. Managers
recognized, however, that there might be considerable variation among customers and some
products may experience bigger changes in sales as compared to others; they were therefore
eager to facilitate a study.

Our data include 17,728 customers who visited the experiential store between October 2019
and March 2020. These customers presented their loyalty card during their visits, allowing
the firm to keep a record of their visit.3 However, our data lack information on customers’

2As an example, please see the following: https://www.ibm.com/blog/experiential-shopping-hybrid-retail/
3Our data do not include information on customers who visited the store but did not provide their loyalty cards, nor

does it include customers who were not enrolled in the company’s loyalty program. Upon customers’ entry into the store,

store managers encouraged them to present their loyalty cards. For those who did not have one, the team made an effort to

facilitate their enrollment in the loyalty program. While some customers might opt not to participate in the loyalty program,
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interactions with specific activities (e.g., hands-on testings, interactive displays) during their
visits. Thus, our documented effects on customer behavior should be interpreted as the cumu-
lative result of offering a mix of different experiences to customers. In the conclusion section,
we note that future research may want to assess the impact of specific activities on future
purchase behavior.

Our context is suitable for investigating the impact of customers visiting an experiential
store on their behavior for several reasons. First, store managers were instructed to obtain
visitor information through loyalty cards, which is essential in tracking data at the individual
level. Absent this information, it would be challenging to conduct an individual-level analysis
and control for many confounders. Second, our partner firm has a significant market share
in its industry and offers a wide variety of products, spanning from entry-level to premium
options across various categories. This extensive product portfolio gives a unique opportunity
to explore the drivers of potential effects. Third, the company wanted to assess the impact of
immersive experiences provided to customers in a purchase-free environment. Store managers
actively encouraged customers to explore diverse brands and offerings. As a result, our findings
represent a conservative estimate of the impact of store visits on future behavior, considering
that some experiential stores also facilitate direct purchases.

The data consist of three parts: transaction data detailing customer purchase and return
behavior, clickstream data capturing customer online activity, and socio-demographics. The
transaction data contains comprehensive details at both the individual and product level,
covering transaction timestamps, purchase amounts, as well as brand- and category-related in-
formation. Additionally, this data includes details regarding product returns. The clickstream
data offers a granular view of individual-level interactions with the e-commerce website. It
contains all of customer activities during their website visits, including visit times and pages
viewed. Lastly, the socio-demographic information for customers includes their age, gender,
and address, which allow us to further control for customer heterogeneity.

Using the transaction data, we define a set of outcome measures related to customer pur-
chase behavior. Given the potential impact on customer behavior in both online and offline
channels, these measures include transactions across both channels. We choose to construct
these measures at the customer-month level, which serves as our primary unit of analysis.
This approach aligns with the typical reporting practice of firms and improves the stability of
the results by mitigating the inherent variability associated with daily or weekly data. Given
our primary focus on assessing the impact on sales, our key metric is the monthly purchase
amount spent by each customer (purchase amount).4 Additionally, we consider other aspects
of customer purchase behavior, including the number of purchases made (purchase frequency)
and the number of items purchased (purchase quantity). Doing so allows us to disentangle
changes in purchase amount, identifying whether changes are due to changes in frequency
and/or quantity.

Finally, considering that changes in customer behavior might be influenced by shifts in the
assortment or basket of products purchased by customers, we explore a few metrics to examine
basket dynamics. By differentiating between new and familiar products based on whether the
customer had previously purchased them in the pre-treatment period, we analyze the number
of new products purchased each month (new products). Additionally, we distinguish between
the highest and lowest-priced products purchased within the monthly basket at the customer
level (most and least expensive, respectively). These metrics, serving as proxies of engagement
with the firm, help assess purchase behavior at a granular level and are useful to examine how
customer behavior changes following visits to the store.

and others might visit without using their card, it is reasonable to assume that the number of such customers is small.
4All transactions were recorded in the currency of the country where the company’s headquarter was located. We converted

the purchase amount to U.S. dollars using the average exchange rate over the data period.
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EMPIRICAL FRAMEWORK

In this section, we outline our identification strategy and describe both the treated and
control groups. We then discuss the details of our approach to estimate the effects.

Identification Strategy

Our primary objective is to examine how customer behavior changes as a result of their
visit to the experiential store and explore the heterogeneity of the effect. We define the treated
group as a cohort of customers who visited the store within the same time frame (e.g., the
same month). Analyzing the behavior of a cohort is helpful as it allows us to identify pre-
treatment and post-treatment periods clearly for making comparisons between customers who
visited and those who did not, while ensuring they share similar characteristics (e.g., Goldfarb
et al. 2022; Iyengar et al. 2022). To mitigate concerns with unobservable confounders, we
deliberately exclude customers who visited the store in the first few months after opening, as
they may exhibit systematic differences from other customers (e.g., Rogers 2003). Our main
findings are based on a cohort consisting of 1,107 customers who visited the store in January
2020, about three months after the store’s launch. For the purpose of comparison, we obtain
a sample of 49,641 customers who had not visited with the store as of March 2021 (the end
of our data period). As part of robustness checks, we replicate our analysis to include other
monthly cohorts of visitors and our main findings are qualitatively similar.

Before establishing the causal impact on customer purchase behavior, we first analyze
purchase amounts over a 24-month data period, excluding January 2020, for two groups:
customers who visited the store only once in January 2020 (treated) and those who did not
(control). In Figure 1, the first 12 months, denoted as -12 to -1, include the pre-treatment
period from January 2019 to December 2019. The subsequent 12 months, labeled as 1 to 12,
represent the post-treatment period, with month 0 being January 2020. As shown in Figure
1, there are significant differences in purchase patterns between these two groups. On average,
customers who visited the store spend $19.81 per month post treatment, whereas those who
did not visit spend $28.30. Despite this cross-sectional comparison potentially suggesting
a negative value for the store visit, it is likely that customers with different pre-treatment
characteristics self-select into store visits. This is evident as treated customers spend about
$19.60 less per month compared to the control customers during the pre-treatment period.

Table 1 shows that treated customers differ from the control customers across multiple
measures. For example, customers in the treated group are younger and reside closer to the
store as compared to those in the control group. Thus, a simple comparison of customer
behavior between these two groups would yield biased estimates when assessing the effect.

Propensity Score Matching

To construct a control group that is comparable to the treatment group, we implement
matching by estimating propensity scores which reflect a customer’s propensity of visiting the
experiential store.

We estimate propensity scores through logistic regression using three sets of observed co-
variates from the 12-month pre-treatment period. The first set includes measures that cap-
ture the broader interaction between customers and the firm, along with their interest in its
offerings. This includes pre-treatment period averages of customer purchases and returns, in-
cluding: (1) time elapsed (in months) since enrolling in a loyalty program (tenure), (2) time
elapsed (in months) since the last purchase (recency), (3) number of purchases made (purchase
frequency), (4) number of items purchased (purchase quantity), (5) total amount spent on pur-
chased products ($) (purchase amount), (6) number of items returned (return quantity), and
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Figure 1: Purchase Amount ($) of Treated and Control Groups

Table 1: Summary Statistics of Treated and Control Groups

Treated Control Difference p-value

Customer-firm relationship

Tenure 78.64 95.90 -17.26 0.00

Recency 4.67 3.37 1.30 0.00

Purchase frequency 0.60 0.59 0.02 0.42

Purchase quantity 2.71 2.25 0.46 0.00

Purchase amount ($) 19.83 39.43 -19.60 0.00

Return quantity 0.02 0.02 -0.01 0.15

Return amount 0.43 1.15 -0.72 0.00

Online activity

Website visits 1.02 0.33 0.69 0.00

Page views 1.98 0.66 1.32 0.00

Socio-demographics

Age 33.74 45.17 -11.43 0.00

Gender 0.94 0.93 0.01 0.21

Address 0.50 0.14 0.37 0.00

Distance 0.36 1.35 -1.00 0.00

Customers 1,107 49,641
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(7) total refund amount for returned products ($) (return amount). The second set includes the
pre-treatment period averages of online activity measures: (8) number of visits to the website
(website visits) and (9) number of product pages viewed (page views). The third set of covari-
ates includes customer socio-demographic variables: (10) age and (11) gender (1 for female
and 0 otherwise). Additionally, we include (12) address (1 if address information is available
and 0 otherwise) and (13) the Manhattan distance to the store (distance). The distance is
calculated using the coordinates of customers’ addresses and the store’s location. Both ad-
dress and distance measures are included to account for unobserved socio-demographics, such
as education, income, lifestyle, which could potentially influence store visits. Table 1 shows
the summary statistics of the covariates which exhibit significant differences across various
measures between the two groups.

Upon estimating the propensity score model, denoted by e(x;β) and parameterized by β,
we follow Imbens and Rubin (2015) and transform the score into the log-odds ratio:

l(x;β) = ln
( e(x;β)

1− e(x;β)

)
.

We assess the quality of the matching procedure in a few ways. First, we examine the
distribution of the propensity scores within both the treated and control groups to assess their
similarity after matching. Figure 2 shows the density of the estimated propensity scores for
the treated and control groups, before and after the matching process. Before matching, the
distributions share overlap but are significantly different from each other. After matching, the
distributions closely resemble each other, indicating little bias in the difference in propensity
scores between the groups.

Figure 2: Distribution of Propensity Score

We also assess whether our matching procedure achieves balance in covariates between the
treated and control groups. We evaluate standardized differences in the means of covariates
between the two groups (e.g., Austin 2009; Imbens and Rubin 2015). Figure 3 shows the stan-
dardized differences for each variable used in propensity score estimation. The figure confirms
that matching leads to a substantial improvement in covariate balance. After matching, all of
the normalized differences are below 0.1, which is similar to a degree of balance observed in a
fully randomized experiment (e.g., Stuart 2010).
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Figure 3: Covariate Balance

Difference-in-Differences

We use a sample of 1,102 pairs of treatment-control customers obtained after matching
and employ a Difference-in-Differences (DD) approach to determine the impact of visiting the
store on customer purchase behavior.5 We estimate the average effects on the outcomes by
employing the following DD model:

Yit = τ ·Wit + θi + λt + ϵit. (1)

The variable Yit is the outcome measure of interest for customer i in month t (e.g., purchase
amount). The variable Wit is an indicator for treatment, equal to 1 if customer i has already
visited the store by month t and 0 otherwise. The parameters θi and λt are individual-
and month-fixed effects, respectively, and ϵit is the error term. Our two-way fixed-effects
framework accounts for time-invariant customer characteristics, common time trends, and
month-to-month fluctuations. The parameter τ measures how the store visit affects future
customer behavior. To further enhance the robustness of our analysis, we employ robust
standard errors clustered at the customer level to account for any potential serial correlation.

FINDINGS

In this section, we report our findings for the average treatment effects on the treated and
discuss the heterogeneity of the effects.

Average Treatment Effects

Table 2 provides the treatment effects of customers visiting the store on their purchase
behavior in terms of three outcomes. We observe that customers who visited the store, when

5Matching with replacements was implemented, resulting in 1,102 matched pairs comprised of 1,102 treated customers

and 996 (unique) control customers. Consequently, we have examined data from 2,098 customers over a 24-month period,

totaling 50,352 observations.
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compared with their matched controls, exhibit an average increase of $5.76 in monthly purchase
amount during the 12-month post-treatment period. This increase is economically significant,
especially when considering the average monthly purchase amount is approximately $20 during
the pre-treatment period.

The lift in purchase amount may be driven by an increase in purchase frequency and/or
purchase quantity. Table 2 shows that treated customers, in comparison to their matched
controls, exhibit an average increase of 0.10 transactions and 0.78 items per month. Com-
pared with the pre-treatment values, these effects represent an increase of 16.7% in purchase
frequency and 28.6% in purchase quantity, respectively. Thus, the experience store stimulates
customer purchases by increasing the frequency of purchases among treated customers as well
as making them buy a larger number of items.

Table 2: Treatment Effects Using DD

Purchase Amount ($) Purchase Frequency Purchase Quantity

Mean 5.76∗∗∗ 0.10∗∗∗ 0.78∗∗∗

(1.77) (0.03) (0.27)

Individual fixed effects Yes Yes Yes

Month fixed effects Yes Yes Yes

Customers 2,098 2,098 2,098

Observations 50,352 50,352 50,352

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Notes: Outcome measures in January 2020 (month 0) were excluded in the analysis.

Robust standard errors, in parentheses, are clustered at the customer level.

A broad analysis of the changes in product assortments within customers’ baskets highlights
the potential for a deeper investigation to uncover the underlying drivers of the documented
effects.6 For simplicity, we characterize a basket along two primary dimensions: its cost and the
purchase of new items. For the former, we determine the highest and lowest priced products
within monthly baskets. As for the latter, we categorize products as either new or familiar
for each customer based on their prior purchases. Table 3 shows that treated customers, in
comparison to their matched controls, purchase an average of 0.48 more new items monthly and
spend about $1.60 more per month on the most expensive product in their basket. However,
we do not observe any significant impact on the least expensive product. Taken together, these
results suggest that treated customers tend to buy more expensive items and new items as
compared to their matched controls.

Table 3: Treatment Effects on Purchased Products Using DD

New Products Most Expensive ($) Least Expensive ($)

Mean 0.48∗∗∗ 1.59∗∗∗ 0.39

(0.19) (0.43) (0.26)

Individual fixed effects Yes Yes Yes

Month fixed effects Yes Yes Yes

No. of Customers 2,098 2,098 2,098

No. of Observations 50,352 50,352 50,352

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Notes: Outcome measures in January 2020 (month 0) were excluded in the analysis.

Robust standard errors, in parentheses, are clustered at the customer level.

6The subsequent section contains a detailed analysis of the baskets using a model that captures latent customer needs

influencing their purchase patterns.
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Appendix A shows the robustness of our main findings to self-selection, different treated
and control groups, model mis-specification and different outcomes of purchase behavior.

Heterogeneous Treatment Effects

We explore the heterogeneity of the treatment effect by obtaining individual-level treatment-
effect estimates using the Generalized Random Forest (GRF) procedure (Athey et al. 2019).
GRF harnesses machine-learning principles to provide a nonparametric statistical estimation
approach for causal inference in observational studies. The method is an extension of the causal
forest method (Wager and Athey 2018). The fundamental concept behind GRF is to tailor
the splitting criteria for constructing individual trees and identify partitions that highlight
the most substantial differences in treatment effects. This feature allows us to find, through
data-driven techniques, the specific features contributing to the heterogeneity in the treatment
effect. Since the method is based on random forests, it can accommodate nonlinearity in rela-
tionships among features without necessitating multiple interaction terms, thereby eliminating
susceptibility to the functional form in estimation. The application of individual-level treat-
ment effects has been demonstrated in previous research across various empirical contexts, as
it holds the potential to enhance personalized targeting and communication strategies (e.g.,
Ascarza 2018). For more details about GRF, we refer readers to (Athey et al. 2019).

Table 4 reports the treatment effects and their heterogeneity. Note that the average treat-
ment effects are similar to our findings reported in Table 2 which are obtained using the DD
approach that assumes a linear and additive treatment effect (Keele 2015). That both pro-
cedures yield average treatment effects that are comparable to one another serves as another
robustness check for our model specification.

Table 4: Treatment Effects Using GRF

Purchase Amount ($) Purchase Frequency Purchase Quantity

Mean 5.95∗∗∗ 0.10∗∗∗ 0.79∗∗∗

(1.77) (0.03) (0.28)

Minimum -2.21 -0.11 -0.09

Median 1.94 0.06 0.36

Maximum 50.98 0.87 6.79

N 2,098 2,098 2,098

Nτ≥0 1,796 1,920 2,088

Nτ<0 302 178 10

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Notes: Outcome measures in January 2020 (month 0) were excluded in the

analysis. Standard errors are shown in parentheses.

We find significant variation in the treatment effects across customers on all three outcomes.
Table 4 and Figure 4 show the distribution of individual treatment estimates on purchase
amount. A majority of treated customers (86.0%) exhibit positive effects, while the remainder
(14.0%) shows negative impact. As compared to their matched controls, treated customers
demonstrate an average increase of about $6.00 in monthly purchase amounts post treatment.
However, the median change in purchase amount stands at $1.94, suggesting a more modest
(yet still notable) impact of the store on customer purchases. Finally, 83% of customers (80%
exhibiting positive estimates and all those with negative estimates) show no significant change
in their purchase behavior post treatment at the 95% level. These results collectively indicate
that the treatment effect on customer purchases primarily stem from a small group of customers
who show significant positive effects (17%), while a considerable portion of customers shows
no significant change at all.
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The effects on both purchase frequency and quantity are similarly heterogeneous. These
findings underscore the significance of employing the GRF procedure to obtain individual
treatment effects, shedding light on the varying impact of store visit on customer behavior.

Figure 4: Distribution of the Treatment Effect

Examining the heterogeneity in the treatment effect across customers is important for
both theory and practice. To that end, we leverage a useful feature in the GRF method,
namely the importance measure of covariates employed in the estimation. GRF constructs
its trees during training by selecting covariates that exhibit the most pronounced differences
in treatment effects, thus making them crucial in understanding the source of heterogeneity.
The importance measure of covariates quantifies the relative significance of each covariate in
generating these splits. This measure is computed by considering the frequency with which
each covariate is employed for splitting the nodes and weighting these frequencies based on
the depth of each tree.

Table 5 shows the importance weight of each covariate, along with its rank among all covari-
ates used in the analysis. The results indicate that the causal forest allocates approximately
22% of its splitting decisions to purchase amount. Moreover, measures associated with past
purchase behavior, such as recency, purchase frequency and quantity, and purchase amount,
collectively accounts for over 50% of the splits. This result is in line with the existing literature
which highlights the significance of RFM (recency, frequency, monetary value) measures as po-
tential moderators of various marketing activities (e.g., Rossi et al. 1996; Kumar and Shah
2004). Along these lines, tenure is important and accounts for about 8% of the splits. This
variable is similar to RFM measures as it reflects the level of engagement customers have with
the firm. The causal forest also spends about 6% of its splits on the age variable, suggesting
the effect varies between young and old customers.
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Table 5: Importance of Covariates in Heterogeneous Treatment Effects

Rank Covariate Importance (%)

1 Purchase amount 22

2 Purchase quantity 15

3 Purchase frequency 10

4 Gender 8

5 Tenure 8

6 Page views 7

7 Website visits 7

8 Age 6

9 Distance 4

10 Return amount 4

11 Recency 4

12 Return quantity 3

13 Address 1

Next, we relate heterogeneous treatment effects to observed covariates and categorize cus-
tomers into two distinct groups based on the significance (at the 95% level) of their individual
treatment-effect estimates: the significant group, comprising customers with significant treat-
ment effects, and the non-significant group, comprising customers without significant treatment
effects. Table 6 shows the results from a logistic regression that relates the individual-level
covariates to the likelihood of belonging to the group that experiences a significant, positive
impact on customer purchases. The results suggest that the experiential store has a significant
impact on older, high-value customers (based on past purchase patterns) who actively engaged
with the firm but had a longer lapse since their last interaction. These customers also have a
history of higher returns in terms of quantity.

Table 6: Covariates and the Significance of Individual-level Treatment Effects

Variable Estimate Std. Error

Tenure -0.01∗∗∗ 0.00

Recency 0.38∗∗∗ 0.03

Purchase frequency 1.33∗∗∗ 0.26

Purchase quantity 0.09∗∗ 0.04

Purchase amount 0.04∗∗∗ 0.01

Return quantity 7.87∗∗∗ 2.14

Return amount -0.01 0.05

Website visits -0.29 0.23

Page views 0.22∗ 0.13

Age 0.03∗∗∗ 0.01

Gender 0.56∗ 0.33

Address -0.51∗∗ 0.19

Distance 0.08 0.10

Constant -6.40∗∗∗ 0.53

Observations 2,098

Pseudo-R2 0.47

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.
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EXPLANATIONS

In this section, our focus shifts towards uncovering the underlying drivers of our documented
effects. To achieve this goal, we delve into a more granular analysis, leveraging the opportunity
that our partner firm offers a wide variety of products across multiple categories (e.g., skincare,
makeup). In our context, we observe over 15,000 distinct, non-empty baskets across customers
and months, involving more than 10,000 unique products. Given the level of data richness, a
formal modeling framework is necessary to extract key insights regarding underlying drivers.
In what follows, we first discuss the literature relevant for the treatment effect and how the
variation in the latter across categories (or products) can help us in identifying the drivers. We
then propose a modeling framework that formalizes how latent customer needs are connected
with product purchases and allows us to estimate the variation in the treatment effect across
these differing needs.

Experiential Learning and Haptics

Experiential learning theory broadly refers to a process whereby people learn in four stages:
experiencing, reflecting, thinking, and acting (Kolb and Kolb 2005).7 In the context of acquir-
ing product-related information, past work on sensory marketing indicates that experiential
learning draws on all five senses but touch can play a key role in enhancing the remaining
(Krishna 2012; Dzyabura and Jagabathula 2018; Zhang et al. 2022). Peck and Childers (2003)
develop a framework demonstrating the significance of haptic information across products and
retail settings. They highlight the haptic system’s ability to encode material properties such
as texture and sensory appeal, particularly when consumers interact directly with products in-
stead of merely observing them from behind a retail counter. Hence, we suggest that personal
care products examined in this research, which have salient material attributes contributing
to customers’ overall sensory experiences and influencing their perception of product effective-
ness, comfort, and quality, can significantly benefit from interactions in the experiential store
(e.g., hands-on testings, interactive displays, workshops). This may be less pronounced for
products with with fewer distinct tactile characteristics. In the personal care industry, compa-
nies often focus on enhancing haptics to provide a more enjoyable customer experience. They
create textures that feel pleasing on the skin, give a sense of hydration, or offer distinctive
sensory experiences, thus influencing customer perception and satisfaction with products.

We note that the differentiation between material and non-material attributes of products
aligns conceptually with the distinction between experiential and search attributes, respec-
tively (Nelson 1974). Given this similarity, prior research offers corroboration that there is a
greater significance of experiential attributes in products after direct engagement (e.g., Wright
and Lynch Jr. 1995). Moreover, while multiple products may cater to the same customer need
(e.g., several products collectively addressing anti-aging concerns), we hypothesize that cus-
tomer needs served by products featuring salient experiential attributes benefit more from the
experiential store, because experiential attributes play a more important role in influencing
customer decisions within such contexts.

Decomposing the Treatment Effect

The personal care industry, our empirical context, caters to a wide spectrum of customer
needs, reflecting diverse preferences, concerns, and trends. Within the skincare regimen, for in-

7Experiential learning also refers to a process by which consumers acquire knowledge from their previous consumption

experiences (e.g., Lin et al. 2015). This is different from our framework of haptics, in which experience is characterized by a

physical engagement with products.
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stance, some individuals aim to meet the fundamental requirement of maintaining healthy skin
by incorporating simple daily routines like cleansing, moisturizing, and sun protection. They
prioritize products that fit into their everyday regimen for effectiveness. Others seek prod-
ucts designed to combat signs of aging, addressing concerns like wrinkles, fine lines, and skin
firmness. Additionally, others prioritize hydration, opting for products that deeply replenish
moisture levels in their skin. The multifaceted nature of customer needs in this domain stems
from various factors. These include shifts in consumer trends, evolving health and wellness
preferences, seasonal fluctuations, and ongoing technological innovations. In this research, we
are agnostic regarding the potential causes behind these differing customer needs.

We assume that there exist K underlying needs that customers seek to address through
their purchases (e.g., Jacobs et al. 2016; Urban and Hauser 2004). The treatment effect (τ) in
Equation (1) can be expressed as follows:

τ =

K∑
k=1

τk, (2)

where k denotes a latent need and τk represents the treatment effect related to need k.
The motivations driving a customer’s purchase of a product are closely connected to their

broader shopping decisions. For example, a customer might purchase a product (e.g., mask) as
part of their basic skincare routines, but they may also purchase it alongside complementary
items like cleansers, serums, or creams to fulfill their anti-aging needs. This implies that
assuming each product belonging to a singular need is not appropriate, because a product
may cater to various customer needs depending on the presence of other items in the basket
(e.g., Manchanda et al. 1999; Seetharaman et al. 2005). The interaction among different
products in the basket reflects the customer’s comprehensive approach to meeting their needs,
where each product contributes to addressing one or more requirements. Therefore, when
inferring customer needs, it is critical to consider both the specific product s and the basket
Bit, which represents all products purchased by customer i in month t (the unit of analysis in
this research), highlighting the complexity of inferring customer needs in our context.

Let Yit,k denote the outcome (e.g., purchase amount) for customer i in month t related to
need k. Then, Yit,k can be expressed as follows:

Yit,k =

{ ∑
s∈Bit

p(k|s,Bit) ·Yit,s, if Bit ̸= ∅,

0, otherwise.
(3)

The variable Yit,s represents the outcome related to product s purchased by customer i in
month t. The term p(k|s,Bit) is the probability of having need k conditional on having
product s within basket Bit. The symbol ∅ refers to the empty set with no purchases.

Equation (3) merits explicit mention because it is the primary focus of our efforts to uncover
potential drivers for the effects. First, the term p(k|s,Bit) plays a pivotal role as it allows us to
incorporate the level of uncertainty associated with the outcome related to the k-th need. In
essence, within a customer’s basket, this specification enables products to be associated with
different needs with varying degrees. Second, the explicit consideration of the basket Bit is
integral in establishing the link between underlying needs and products. This inclusion allows
us to capture the interactions among products within a basket as they could be linked to
similar needs. Third, it addresses the concern that, even if customer needs are proportionally
represented in a basket, the treatment effect may differ across needs. For instance, certain
needs (e.g., anti-aging) might be more expensive to address than others (e.g., simple skincare
routine) and this difference is accounted in the model.

Our model conceptualizes the set of products purchased by customer i in month t (Bit) as
assortments or bundles designed to address their needs. This product portfolio exhibits mixed
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membership with respect to customer needs, where each need is associated with a probability
distribution across products. Each basket, in turn, is characterized by a probability distribution
across customer needs. Essentially, our model integrates a mixed membership model, where
monthly baskets exhibit varying degrees of association with customer needs. Moreover, these
needs exhibit different levels of association with various products. As a special case, if the
relationship between product s and basket Bit is ignored, our model collapses down to a latent
class model (e.g., Kamakura and Russell 1989). In such a scenario, the treatment effect is
distributed among the inferred groups, each represented by group k with its own treatment
effect denoted as τk.

Our model accommodates two additional scenarios based on the assumed relationship be-
tween products and customer needs. First, consider a scenario where product s is directly
associated with need k, facilitating the decomposition of the treatment effect across products
(τk = τs). Although useful in contexts with a limited set of products, capturing the interac-
tions among products within a basket might remain challenging under this approach. Second,
suppose product s can be categorized into a single predefined group k, such as based on prod-
uct categories like skincare or makeup. In this case, the term p(k|s,Bit) = p(k|s) = 1 and
p(k′|s,Bit) = p(k′|s) = 0 for all k′ ̸= k. This approach involves distributing the treatment
effect among these predefined groups, each represented by group k with its own treatment
effect. However, this approach is evidently inadequate when the same product can satisfy a
different need based on other products present in the basket.

The treatment effect corresponding to need k can be specified as follows:

Yit,k = τk ·Wit + θi,k + λt,k + ϵit,k, (4)

where the parameters θi,k and λt,k are individual- and month-fixed effects associated with
need k, respectively, and ϵit,k is the error term. τk is the coefficient of interest, measuring
the treatment effect associated with need k. Under this framework, as in Equation (2), the
treatment effect τ is assured to be decomposed into the treatment effects across different needs,
satisfying τ =

∑
k τk. We offer a proof of this decomposition in Appendix B.

The term p(k|s,Bit) stands as the most important component within our model outlined in
Equations (3) and (4). To estimate p(k|s,Bit), we employ a latent Dirichlet allocation (LDA)
topic model (Blei et al. 2003), a probabilistic model commonly used in natural language pro-
cessing and machine learning. It is particularly powerful in uncovering latent thematic struc-
tures within a collection of documents or, in this scenario, baskets. In our analysis, LDA
assumes that baskets are mixtures of latent needs or topics, with each topic representing a
probability distribution across products. The model aims to uncover these needs and their
distribution in each basket. It operates under the assumption that products within a basket
are interrelated due to their association with shared customer needs. By applying LDA to
customer- and month-level baskets, we can uncover underlying patterns of association among
products within baskets and infer the latent topics that customers address through their pur-
chases. The strength of LDA lies in its ability to identify these latent structures without prior
knowledge of the topics or labeled data regarding customer needs. Because this approach
makes it powerful for exploring complex data and extracting meaningful insights from un-
structured information, it has been applied in previous research across a range of empirical
contexts (e.g., Jacobs et al. 2016; Kim and Zhang 2023). For more details about LDA, we
refer readers to (Blei et al. 2003).

In our approach, we assume that baskets are interchangeable and each basket represents
a-bag-of-products. That is, the sequence of product purchases within a month is irrelevant,
and the timing of product purchases within a month is considered independent. Additionally,
we assume that all topics exist before the treatment and the treatment does not alter the data
generating process. LDA infers the probability distributions of latent topics associated with
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products and the weights of these factors within baskets based on the product frequency within
baskets. Since our goal is to document the treatment effect on outcomes associated with these
latent topics, LDA enables the estimation of p(k|s,Bit) ∝ ϕksθBit,k, which we use to compute
the outcomes corresponding to various topics, as defined by Equation (3). The parameter ϕks

denotes the probability of product s being associated with topic k and θBit,k represents the
probability of topic k being associated with basket Bit. Appendix C provides details of the
inference for the estimates ϕ̂ks and θ̂Bit,k.

Results

We summarize our model results across four main areas. First, we present findings regarding
the identification of customer needs. Second, we examine the treatment effects specific to these
needs. Third, we report the relative contribution of specific products to the treatment effect
related to each need. Finally, we compare the needs-based results to those obtained when
products are categorized in a predefined, exogenous manner.

We first summarize the inferences regarding latent needs in Figure 5, which presents the
distribution of 20 topics associated with baskets.8 The probability of a topic associated with
a basket is calculate as follows: θ̂k = 1

B
∑

Bit ̸=∅ θ̂Bit,k, where B denotes the total number of
non-empty monthly baskets. The topics exhibit a fairly even distribution across the baskets,
indicating a wide range of customer needs impacting customer purchase behavior. This may
arise from various types of customer requirements and preferences shaping their purchase
decisions. For example, Topic 1 includes a broad range of products for basic skincare routines,
while Topic 2 comprises specialized products aimed at addressing advanced concerns like anti-
aging within the skincare domain. In contrast, Topic 11 revolves around the products using
ingredients like botanical essences in masks and other related items.

8The LDA estimation process identified 20 distinct topics associated with customer needs. Appendix C provides details

of the calibration procedure used to determine the optimal number of topics. Our data contains detailed product descrip-

tions including brand- and category-related information. These descriptions serve to convey various aspects of products,

such as their benefits, key ingredients, and their resonance with the intended audience, while aligning with the brand’s im-

age and values. For instance, product names like “Hydrating Serum” or “Vitamin C Brightening Cream” communicate the

product’s intended use or primary components. Additionally, certain products are delineated by their efficacy, as seen in

sunscreens categorized by their Sun Protection Factor (SPF) ratings (e.g., SPF 50, SPF 30). To interpret the underlying

topics, we follow Blei et al. (2003). Specifically, we identify the top ten products most closely associated with a particular

topic. Subsequently, we extract and analyze the descriptions of these chosen products. Furthermore, we consulted exten-

sively with our partner firm to understand the significance of each latent need. The partner firm validated the multitude

of customer needs that our analysis identified. These needs stem from various factors, including individual preferences,

specific concerns requiring tailored solutions, emerging trends, lifestyle considerations, and various occasions. Please see

https://www.statista.com/statistics/1334325/most-common-skin-concerns-among-us-skin-care-shoppers-by-generation/. Due

to a non-disclosure agreement with our partner firm, we are unable to provide comprehensive descriptions of these identified

topics and their associated products. We instead provide a few examples to illustrate the nature of these topics.
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Figure 5: Distribution of Topics

Now that the topics have been identified, we examine how treatment affects various cus-
tomer needs. For this purpose, we employ the DD model outlined in Equation (4). Figure
6 shows the estimated treatment effects on the purchase amount associated with each topic.
The vertical line bar represents the 95% confidence intervals for each treatment effect. Note
that the sum of treatment effects across all these topics totals the magnitude of the overall
treatment effect reported in Table 2 ($5.76).

Figure 6: Treatment Effects Across Topics

Our results reveals that four topics exhibit significant effects (Topics 1, 2, 7, and 11),
and are largely in line with our hypothesis based on the literature on experiential learning and
haptics. For example, Topic 2, which demonstrates the most pronounced treatment effect (τ2 =
1.09, p < 0.01) contributing roughly 20% to the overall treatment effect, consists of specialized
products focused on addressing advanced skincare concerns like anti-aging. These products
often comprise high-priced premium items that customers can better assess through hands-
on testing and participation in workshops, which are exactly the kinds of activities offered
in the store. Consequently, these products significantly contribute to an increased purchase
amount. Similarly, Topic 1 (τ1 = 0.66, p ≤ 0.05), Topic 7 (τ7 = 0.48, p ≤ 0.05), and Topic
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(a) Topic 1 (b) Topic 2

Figure 7: Contribution of the Top 10 Products to Topics’ Purchase Amount

11 (τ11 = 0.51, p ≤ 0.01) include a spectrum of products, ranging from cost-effective entry-
level choices to luxurious premium items. Considering the complexities inherent in making
purchase decisions due to numerous options available with varying benefits and price points,
customers can try these products in the store and make more informed purchase decisions.
Together, the four significant topics contribute to approximately 50% of the overall treatment
effect. In contrast, we observe that topics related to basic and simple skincare routines lacking
high-end or specialized features, such as Topic 10, Topic 18, and Topic 19, do not exhibit any
significant increase in their treatment effects. Overall, our findings suggest that experiential
store provides benefits to customers, particularly in the context of premium and advanced
products. This in turn, positively impacts their purchase decisions. These findings are also
in line with those in past work on the impact of customer education initiatives on customer
behavior (Bell et al. 2017).

Having estimated the topic-level treatment effects, we now focus on evaluating the relative
contribution of specific products to the treatment effect associated with a given topic, which is

defined as follows: wks =
ϕ̂ksYs∑S
s=1 ϕ̂ksYs

, where Ys =
∑

i

∑
t Yit,s denotes the total purchase amount

for product s. Figure 7 shows the distributions of the top 10 products that contribute to the
purchase amounts of the topics demonstrating the most significant treatment effects. Upon
examining the distribution patterns of products within each topic, it becomes evident that
Topic 2 exhibits a pronounced concentration of revenue in a limited number of key products.
Specifically, the top 10 products within Topic 2 collectively contribute to 74% of the purchase
amounts, with the top 5 products playing a substantial role by accounting for over 60% of
the total revenue. This concentration underscores the focused and substantial contribution of
specific products within Topic 2, highlighting their significant role to overall revenue. Similarly,
the purchase amounts in Topic 1 demonstrates a skewed distribution over products, where the
top 10 products contribute to about 60% of the total purchase amounts.

Finally, we contrast the results from the aforementioned needs-based analysis with those
obtained when products are predefined.9 By employing the predetermined categorization, we
estimate the treatment effects at the category level. The results indicate that experiential
store has the most substantial impact on product in the skincare category (τk = 2.83, p <
0.01), accounting for approximately 50% of the revenue. This observation is in line with

9Following discussions with the partner firm, we decided to use five distinct product categories in our empirical analysis

to correspond with the key metrics monitored by the firm regarding customer purchases: skincare, makeup, hair care, bath

and body care, and other purchases, wherein fragrances and other categories (e.g., tools, brushes, accessories) were aggregated

and grouped.
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the results from the needs-based analysis, yet the latter offers more detailed insights into
the specific products associated with those particular needs (e.g., Topics 1, 2, 7 and 11) and
their relative contribution to the overall revenue. Additionally, experiential store exhibits a
significant impact on the makeup category (τk = 0.89, p < 0.01), contributing to around 15%
of the revenue, while their effects on other categories remain limited.

CONCLUSION

In the ever-evolving retail landscape, businesses are increasingly transforming physical re-
tail spaces into immersive experiential destinations that go beyond the traditional focus on
selling products. Naturally, there are questions regarding the economic value of such experi-
ential stores. In collaboration with a company that introduced an experiential store, we use
quasi-experimental data over a period of 24 months and measure the causal effect of visiting
an experiential store on customer behavior. Our identification strategy involves first creating
matched pairs of treated and control groups and then estimating the effects on the sample of
matched pairs with the DD approach. We also obtain individual treatment effects by applying
GRF with the matched sample. We employ a needs-based modeling framework as well to ex-
plore the underlying drivers of our observed effects. Crucially, we connect the two analyses i.e.,
causal analysis and the analysis of needs, and decompose the overall treatment effect across
the differing needs.

We find that experiential store is effective in lifting customer purchases and does so by
making treated customers purchase more often and more items. The effect is economically
significant and heterogeneous across customers. Interestingly, we observe that the treatment
effects largely arise from a small group of customers (20%) experiencing significant positive
changes, while a considerable portion of customers shows no significant change. The experien-
tial store has a larger impact on high-value customers (based on past purchase patterns) who
actively engaged with the firm but had a longer lapse since their last interaction. Our find-
ings are robust when considering potential confounding effects associated with different time
periods, different modeling assumptions, and different treated groups. Finally, using trans-
action data at both individual and product level, we identify customer needs underlying the
effects, their relative contributions to the treatment effect, and the products associated with
these needs. Our results show that customer needs exhibiting a significant positive treatment
effect are associated with sophisticated skincare routines. These advanced needs are related
to high-priced premium products that customers can better assess through hands-on testing
and participation in workshops, which are exactly the kinds of activities offered by the store.
In contrast, treatment effects associated with needs related to basic and simple skincare rou-
tines are not significant. These results are consistent with the experiential learning theory and
underscore the significance of haptic experience in acquiring information about products.

Our study presents several important implications for marketing practice. First, our results
indicate that offering hands-on experiences and personalized interactions in a retail environ-
ment can significantly influence customer preferences. This is particularly true for premium
products and specialized needs, such as advanced skincare solutions. However, for product
categories that do not rely on tactile experiences, like basic commodities and cleaning sup-
plies, an experiential store may not be a profitable investment. In contrast, categories like
luxury watches, cosmetics, and gourmet foods could see significant benefits. This observation
is consistent with past work on the demand for products based on search and experience fea-
tures (e.g., Nelson 1974). Second, our study reveals substantial heterogeneity in the treatment
effects among customers, with only a small group of customers showcasing positive effects.
This mirrors past findings on the variation in customer lifetime value (e.g., Fader et al. 2022).
Our results suggest that firms considering experiential stores should also focus on customer
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segmentation and targeting. Without this, the return on investment could be limited, as many
customers may visit these stores without any significant changes in their purchase patterns.
Third, our research relates to the trend of companies engaging with customers early in the
buying process, as seen in businesses like Zillow, which aids in home searching and then buy-
ing or selling them. Early engagement can be beneficial in educating customers and guiding
their purchasing decisions. However, the financial returns from these early-stage touchpoints
are often less tangible. Our analysis broadly offers an example of how to assess the value of
customer education programs and their impact on the buying process.

As our research is one of the early attempts to identify the causal impact of experiential
stores on customer behavior, there is a large potential for future research. First, as our
study focused on the effect of an experiential store for a given firm, it is likely that some of
our findings could reflect the characteristics of the customer base and product categories of
our partner firm. However, it is worth noting that our partner firm is a significant entity
within the industry, offering an extensive product portfolio with over 10, 000 products. We
hope our research provides a framework for further studies on retail innovations in other
product categories. Second, while we document the impact of customer visits to an experiential
store on their behavior, we did not have data regarding the specific in-store activities that
customers engaged in. Gathering such information could be valuable for companies who wish
to decompose the treatment effect across different activities. Related work on shoppertainment
has documented the effectiveness of different aspects of livestream shopping, an approach
where hosts promote products through live video, albeit within a digital environment (e.g.,
Liu 2022). Third, our analysis mainly focuses on customer purchases. While sales are an
important metric for evaluating the performance of an experiential store, a visit to the store
may motivate customers to generate word-of-mouth on digital platforms, which in turn may
influence their social connections to visit the store. It will be managerially relevant to segment
customers based on their stand-alone value and social value, which captures their impact on
peers. Fourth, we use the Latent Dirichlet Allocation model for capturing latent customer
needs from customer transactions. There are alternative models like the Hierarchical Dirichlet
Process mixture and the mixed membership stochastic block that can be employed as well.
Calibrating these latter models in our context, however, is challenging with the large number
of products. Finally, it is possible that more companies will begin to introduce physical spaces
for enhancing customer engagement. With competition in play, we hypothesize that experience
stores that educate customers about firm-specific products may become even more important
for garnering their trust. We hope that our work will inspire further studies to deepen the
understanding of this nascent and important area of research.
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Appendix

These materials have been supplied by the authors to aid in the understanding of their
paper.

APPENDIX A: ROBUSTNESS CHECKS

Appendix A provides the robustness of our main findings. First, we investigate the sensi-
tivity of our results concerning the selection of time periods. Second, we explore the robustness
of our results related to the specific modeling assumptions. Third, we analyze whether the
effects remain similar across different treated groups. Finally, we reiterate the validity of our
results through nonparametric estimation. Following the main analysis, we exclude outcome
measures from month 0, and robust standard errors, presented in parentheses, are clustered
in the analysis.

Alternate Time Periods

A causal effect that is evident in one period may not necessarily apply in another, as the
observed effect could be driven by short-term fluctuations or systematic patterns. Addition-
ally, conducting robustness checks with alternate time periods is instrumental in mitigating
potential issues related to endogeneity or omitted variable bias. By examining the treatment
effect under different timeframes, we can identify and account for confounding factors that
might have been omitted from the main analysis.

To investigate whether the treatment effects remain stable or vary across different time
periods, we analyze different time specifications, in particular, using 12-month and 18-month
data periods in addition to the original 24-month data period. The results, as shown in Table
A1, are similar to our main findings. This suggests that the treatment effects remain robust
and are not based on the particular selection of time specifications.

Table A1: Treatment Effects by Time Period

12 months 9 months 6 months

Purchase Amount ($) 5.76∗∗∗ 5.37∗∗∗ 4.70∗∗∗

(1.77) (1.88) (1.60)

Purchase Frequency 0.10∗∗∗ 0.08∗∗∗ 0.13∗∗∗

(0.03) (0.03) (0.03)

Purchase Quantity 0.78∗∗∗ 1.02∗∗∗ 0.92∗∗∗

(0.27) (0.34) (0.30)

Individual fixed effects Yes Yes Yes

Month fixed effects Yes Yes Yes

No. of customers 2,098 2,098 2,098

No. of observations 50,352 37,764 25,176

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Alternate Outcomes

When analyzing causal relationships, researchers often make certain assumptions about the
distribution of outcomes, and these assumptions can impact the estimated treatment effects.
By examining how treatment effects hold up under different outcome transformations, we can
assess the robustness of our findings and determine if the observed effects are influenced by
the specific modeling choices.
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To evaluate the robustness of our findings with respect to different modeling assumptions, as
another robustness check, we analyze log-transformed outcomes. Table A2 presents the results,
which are qualitatively similar to our primary findings. This suggests that the treatment effects
are not based on the specific choice of modeling assumptions.

Table A2: Treatment Effects Using Log-Transformed Outcomes

Purchase Amount ($) Purchase Frequency Purchase Quantity

Mean 0.14∗∗∗ 0.04∗∗∗ 0.07∗∗∗

(0.03) (0.01) (0.02)

Individual fixed effects Yes Yes Yes

Month fixed effects Yes Yes Yes

No. of Customers 2,098 2,098 2,098

No. of Observations 50,352 50,352 50,352

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Alternate Treated Groups

In our main analysis, we focus on a single cohort of the customers who visited the store in
January 2020. However, the effects might be based this specific treated group and may not
generalize across different subsets of the customers at the firm.

As part of our robustness checks related to selection bias, we extend our analysis to include
customers who visited the store during other months, which is presented in Table A3. The
last column of Table A3 provides the average treatment effects across all cohorts. Our results
indicate that the impact of in-store experience on several outcome measures across multiple
cohorts are largely similar, demonstrating the robustness of our findings.

Table A3: Treatment Effects by Cohort

Dec. 2019 Jan. 2020 Feb. 2020 Mar. 2020 Average

Purchase Amount ($) 4.37∗∗∗ 5.76∗∗∗ 3.86∗∗ 3.10∗ 4.57∗∗∗

(1.53) (1.77) (1.81) (1.84) (0.87)

Purchase Frequency 0.09∗∗∗ 0.10∗∗∗ 0.01 0.05∗∗ 0.07∗∗∗

(0.02) (0.03) (0.02) (0.03) (0.01)

Purchase Quantity 0.55∗∗ 0.78∗∗∗ 0.14 0.56∗∗ 0.51∗∗∗

(0.22) (0.27) (0.28) (0.29) (0.17)

Individual fixed effects Yes Yes Yes Yes Yes

Month fixed effects Yes Yes Yes Yes Yes

No. Customers 2,864 2,098 1,562 1,166 7,310

No. Observations 68,736 50,352 37,488 27,984 175,440

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Alternate Functional Form

We conduct an additional robustness test to assess the linear and additive structure of our
primary estimation. The estimation via GRF allows us to relax this assumption due to its
nonparametric nature. As reported in Table 4, our findings are robust.
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APPENDIX B: DECOMPOSITION OF THE TREATMENT EFFECT

Appendix B demonstrates that our proposed need-based analysis offers a decomposition
of the treatment effect τ into treatment effects across differing needs. To show τ =

∑K
k=1 τk,

note that if Bit = ∅, then
∑K

k=1Yit,k = Yit = 0. Otherwise,

K∑
k=1

Yit,k =

K∑
k=1

∑
s∈Bit

p(k|s,Bit) ·Yit,s

=
∑
s∈Bit

Yit,s

K∑
k=1

p(k|s,Bit)

=
∑
s∈Bit

Yit,s = Yit.

Summing over Equation (4), we have

Yit =
K∑
k=1

Yit,k =

(
K∑
k=1

τk

)
·Wit +

K∑
k=1

θi,k +
K∑
k=1

λt,k +
K∑
k=1

ϵit,k. (B1)

Given that ϵit,k is assumed to be normally distributed with a mean of zero for all k = 1, ..,K,

ϵ̃it =
∑K

k=1 ϵit,k is also normally distributed with a mean of zero. As the DD model in Equation
(1) is identified, it implies that the DD model in Equation (B1) is also identified. Furthermore,
the treatment effects across all k = 1, ..,K sum up to the treatment effect such that τ =∑K

k=1 τk.

3



APPENDIX C: LATENT DIRICHLET ALLOCATION

Appendix C provides details on the Latent Dirichlet Allocation (LDA) model which we
utilize to infer latent needs. Additionally, we outline the calibration methodology for inferring
the optimal number of needs and computing the probability of observing needs based on
products and baskets.

Model Specification

Let S represent the set of non-empty baskets in data. Consider V as the total number of
unique products and nit as the number of products in basket Bit.

We assume the existence of K needs or topics. Each topic, indexed by k = 1, . . . ,K, is
associated with a V -dimensional probability vector ϕk representing the likelihood of each prod-
uct being associated with topic k. Additionally, each basket Bit is linked to a K-dimensional
probability vector θBit representing the distribution of topics being associated with basket Bit.

Finally, we assume symmetrical Dirichlet priors for the probability distributions: ϕk ∼
Dirichlet(η) for the topics’ probability weights over products, and θBit ∼ Dirichlet(α) for
baskets’ probability weights over topics. η and α are V - and K-dimensional hyper-parameters,
respectively.

LDA assumes that the observed products in our empirical setting stem from a probabilistic
generative process as follows:

1. For each topic k = 1, . . . ,K,

(a) Draw a distribution over products ϕk ∼ Dirichlet(η).

2. For each non-empty basket Bit ∈ S,
(a) Draw a distribution over topics θBit ∼ Dirichlet(α).
(b) For each product purchase instance ℓ = 1, . . . , nBit ,

i. Draw a topic kℓ ∼ Multinomial(θBit).
ii. Draw product sℓ ∼ Multinomial(ϕkℓ).

Model Estimation and Calibration

We utilize the Gensim package in Python to estimate the model. We set the values of
the symmetrical Dirichlet priors parameters to α = (0.1, . . . , 0.1) and η = (0.1, . . . , 0.1). To
determine the optimal number of latent needs, we validate the model using different numbers
of topics, ranging from K = 5 to K = 45, with an increment of five topics at each step. This
calibration process involves a five-fold cross-validation. Within each fold, we calibrate the
model on 80% of the baskets and assess model perplexity (Blei et al. 2003) using a random
20% holdout split.
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(a) Preplexity (b) Improvement in Perplexity

Figure C.1: Model Performance

Figure C.1a illustrates the resulting perplexity corresponding to each number of latent
needs. Lower perplexity values indicate better performance, and we observe an improvement
in perplexity as the number of latent topics increases. Additionally, Figure C.1b presents the
relative reduction in perplexity. Notably, there is a 6% improvement in perplexity when the
number of topics increases from 5 to 10, 4% from 10 to 15, and approximately 2.6% from 15
to 20 topics. However, beyond twenty topics, the reduction in perplexity stabilizes at values
below 2%. We therefore retain the 20-topic solution and proceed to retrain the model using
the entire corpus of non-empty baskets in our data.

Topic Probability Conditional on Basket and Product

We derive the conditional probability of observing topic k given basket Bit and product s.
Using Bayes’ rule, the probability of observing topic k given product s and basket Bit can be
expressed as:

p(k|s,Bit) ∝ p(s|k,Bit)p(k|Bit).

As per the described data generating process, product s is independent of basket Bit condi-
tioned on topic k. Hence, p(k|s,Bit) simplifies to:

p(k|s,Bit) ∝ p(s|k)p(k|Bit).

Within the context of the LDA model, p(s|k) is represented by ϕks and p(k|Bit) is denoted by
θBitk. Consequently, p(k|s,Bit) is given by:

p(k|s,Bit) ∝ ϕksθBit,k.

In our empirical setting, subsequent to fitting the LDA model, we leverage the estimated values
ϕ̂ks and θ̂Bit,k obtained from the gensim package to compute the conditional topic probabilities.
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