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Abstract

Language plays a fundamental role in every aspect of life. But only recently has

research begun to understand the role of language in consumer behavior. This paper

offers an integrative discussion of research on the language of consumer psychology.

We review some of the main areas of inquiry and discuss some key methodological

approaches (e.g., automated textual analysis) that have been crucial to the area’s

development. Further, we outline some broad issues and opportunities in the space

and highlight potential directions for future research. We hope to encourage more

consumer psychologists to consider the great potential in producing new conceptual

and substantive wisdom from words.
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1 | INTRODUCTION

Language is an integral part of both communication and consumer

behavior more generally. It is how consumers and customers commu-

nicate with peers, colleagues, and friends and how public health offi-

cials, politicians, and other marketplace actors communicate with

audiences. Marketers use language in their advertisements, salespeo-

ple use language in their pitches, and service representatives use lan-

guage to help solve customer issues. Even people’s thoughts are

expressed through language.

Further, subtle variations in language can have important out-

comes. For just a few examples, the pronouns and prepositions con-

sumers use to share their opinions can shape purchases (Ludwig et al.,

2013), concrete language shapes social perceptions and customer sat-

isfaction (Packard & Berger, 2021), and the sounds different words

make can impact brand attitudes and intentions (Lowrey &

Shrum, 2007).

But while it is clear that language is both pervasive and important,

research is only beginning to uncover some of the exciting insights in

this area. This paper provides an integrative overview of research

examining consumer and marketing language. First, we review recent

research in the area across the main topics of inquiry. Second, we

outline some of the important approaches that have supported the

area’s explosion in recent years (e.g., automated textual analysis).

While these approaches are not necessary to study consumer lan-

guage, they can help unlock a range of interesting insights. Third, we

discuss some key distinctions in this area and highlight potential direc-

tions for future research. Figure 1 provides a chapter overview to help

readers interested in particular topics.

Our goal is simple: we hope to encourage more scholars to

explore this emerging and exciting space. For researchers interested

in the psychology of language, we hope that this paper provides a

helpful review of relevant articles and resources. For researchers who

are not interested in language per se, we hope this discussion will

inspire them to see how language can help them explore interesting

questions in their own areas of study.

2 | MAIN THEMES OF RESEARCH ON
CONSUMER LANGUAGE

Language is a fundamental part of being human. It allows us to orga-

nize and share emotions, intentions, information, and aspirations, and

it enables cooperation and debate, helping construct shared reality.

But while language has been around for millennia, it is only recently

that studying language as a source of psychological insight hasJonah Berger and Grant Packard contributed equally and are listed in alphabetical order.
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become more common. Further, consumer research has been a note-

worthy contributor to this growth.

Like the field of linguistics in which it is grounded, research on

language in consumer psychology is diverse in terms of the nature

and psychological functions of the aspects investigated. Some

research examines “small” features such as those that operate at the

level of individual words (e.g., syllable stresses or phonetics) or word-

level choices across different parts of speech. Other work considers

clause or phrase level aspects of verbal communication such as figura-

tive language or speech, and the relative complexity of a set of words

used to convey ideas. More macro research considers language as dis-

course, treating an entire text (e.g., an advertisement or a conversa-

tion) as the unit of analysis, or considers variations in how words are

used and processed across cultures and different languages.

In this section, we discuss the major areas of research on con-

sumer language, highlighting some of the key insights, and offering

suggestions about the kind of questions future research might

consider.

2.1 | Individual words

The most active area of research on the psychology of consumer lan-

guage examines the semantics (i.e., meanings) of words, punctuation

marks, letters, and paralinguistic symbols (e.g., emojis; Luangrath

et al., 2016). Overall, this literature reveals the many ways that basic,

and often subtle, differences in the choice of words and symbols

reflect things about communicators and impact the audience they

communicate with.

2.2 | Content words

The nouns, adjectives, and verbs communicators use are the primary

signals of what it is they are talking about, or communication’s con-

tent. Nouns tell us about the relevant actors in communication

(e.g., consumers, marketing agents, or products), adjectives help

describe those actors (e.g., smart, capable, or cold), and verbs tell us

what those actors are doing (e.g., shopping, buying, or solving). Seem-

ingly minor variations in the content words used to share information

or persuade can shape audience inferences and attitudes. Customers

are more satisfied with frontline employees who use more concrete

content words (i.e., more vivid or specific nouns and verbs), for exam-

ple, to reference the consumer’s topic of interest (e.g., “I’ll grab the

shoes” versus “I’ll get the order”). This occurs because concrete lan-

guage signals that employees are paying more personal attention to

the customer’s specific needs (“shoes”) rather than just going through

the motions (Packard & Berger, 2021).

One topic in this area that has received lots of attention is the

use of forceful or assertive verb phrases (e.g., “Just do it” or “Visit
us!”). Such language tends to be beneficial when its use is consistent

with communicative expectations and norms. Because forceful lan-

guage is linked to personal control and positive affect, communica-

tions about hedonic (vs. utilitarian) goods benefit from assertive

content words and phrases, and accordingly, such language can make

products seem even more hedonic (Kronrod et al., 2012). Assertive

language is more effective for encouraging positive behavior than dis-

couraging negative behavior (Grinstein & Kronrod, 2016), and for

encouraging compliance from consumers who are less, rather than

more, committed to a brand (Zemack-Ruger et al., 2017). Its impact is

F I G U R E 1 Chapter overview
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moderated by various social and situated factors including effort

(Baek et al., 2015), power (Wang & Zhang, 2020), and culture

(Terlutter et al., 2010). One of the few examples of when less asser-

tive or “softer” language might be beneficial (Hamilton et al., 2014)

found that consumer reviewers often use verb phrases or hedge

words that “soften the blow” of negative information (e.g., “I don’t
want to be mean, but …”). Doing so makes the persuasion source

seem more credible and likeable, which encourages audiences to

accept their product evaluations.

Another rich area of consumer language research considers emo-

tional content words. People automatically use more emotional lan-

guage when they want to persuade (Rocklage et al., 2018), or when

they are speaking rather than writing (Berger, Rocklage, &

Packard, 2022), and emotional language often increases impact.

Words that convey stronger emotion (e.g., hate rather than dislike)

attract attention, making content more viral (Akpinar & Berger, 2017;

Berger & Milkman, 2012) and more persuasive (Ordenes et al., 2019).

This may be in part because emotional language helps focus distracted

audiences (Nielsen et al., 2018) or because certain types of emotional

language (e.g., anxious words such as uncertain or worried) increase

perceptions the speaker’s persuasion act is reasonable and based on

genuine effort (Yin et al., 2017).

The signaling benefit of emotional language, however, has its

limits. Too much or the wrong kind of emotionality can make com-

municators seem beholden to their feelings, making others less likely

to follow their advice (Yin et al., 2017). Ludwig et al (2013), for

example, found that positive affect words (e.g., thrilled or love) have

diminishing returns on persuasion, as more extreme emotional lan-

guage signals that opinions may be based on more subjective, rather

than objective, experiences. This backfiring effect is particularly

strong for utilitarian products, for which audience expectations of

more rational decision making may be violated (Rocklage &

Fazio, 2020). The impact of emotional language also applies to the

words brands use in social media, where more emotional posts

cause consumers to relate the brand to lower status reference

groups (Lee, 2021).

Research that considers how context shapes the semantic

meaning of linguistic content is known as pragmatics. Grewal et al.

(1996) demonstrate that content words’ effects can depend on the

setting in which they are used. Whether a pricing cue of a “compar-

ison price” or a “regular price” was more effective, for instance,

depended on whether participants imagined they saw this language

at home versus in a store. Suspicions about the firm’s motivation

were greater in the store context, causing participants to evaluate

the meaning of the words “comparison” versus “regular” more care-

fully. Extending pragmatics to paralanguage, work on emoticons in

customer service found that an emoticon’s effectiveness depended

on the kind of relationship the customer wanted with the firm and

situated factors related to the nature of the service offered (Li

et al., 2018). Overall, emoticons tend to help when warmth is priori-

tized and can hurt customer evaluations when competence should

come first.

2.3 | Function words

One of the most notable findings in language research is that rather

than what is talked about (e.g., content words like nouns and verbs),

the small, often overlooked words that link content words together

(e.g., articles and prepositions like a, the, or in) can be surprisingly

meaningful. These words that serve as the connective tissue of a

clause or sentence are called function words, and hold particular

importance in the psychology of language (Pennebaker, 2011).

Personal pronouns have proven to be an especially meaningful

kind of function word because they signal the communicator’s atten-

tion or proximity to the self or others. As such, they have received

considerable attention by consumer psychologists. Brands, for exam-

ple, can signal a relationship with customers by using either the sec-

ond person pronoun “You” (e.g., “You and Wells Fargo do X”) or the
plural first person “We” (e.g., “We do X”). Sela et al. (2012) find that

using the plural first person signals greater closeness between the

customer and the brand, which can cause reactance among consumers

who do not already feel a close affiliation.

Relatedly, using first person pronouns in advertisements makes

consumers feel a personal sense of social belonging with a warm

brand, increasing ad effectiveness. But third person pronouns

(e.g., she, he, or they) are more impactful for competent brands

because they stimulate comparison rather than belonging (Chang

et al., 2019). In customer service, employees who use “I” rather than

“we” to refer to who is helping the customer (I’m happy to help

vs. We’re happy to help) seem more personally agentic and empa-

thetic, increasing customer satisfaction and purchase (Packard

et al., 2018). Even the personal pronouns contained within a product

can impact liking and consumption. Songs that use more second per-

son pronouns in their lyrics are more successful because they help lis-

teners imagine a “you” in their own lives (Packard & Berger, 2020).

Another function word category that has seen some attention is

conjunctions. Conjunctions provide important information about how

people, things, and actions relate to one another (e.g., after, but, or

still). In a consumer context, the conjunction “with,” for example,

sends a stronger signal of togetherness for two products than “and”
(e.g., Eggs with ham vs. Eggs and ham; Patrick & Haws, 2014).

2.4 | Combining words

Beyond research that looks at individual content or function words,

other work considers how words can be combined to create new

words, phrases, or grammatical clauses. Starting at the simplest level,

something as simple as using contractions to collapse two words

together (e.g., don’t vs. do not) can influence consumer judgments.

Contractions suggest a reviewer is warmer, increasing positive per-

ceptions towards them and the product they endorse (Kim et al.,

2021).

Figurative (versus literal) language is another example of phrase

or clause level language constructions that have received attention.

BERGER AND PACKARD 3
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Artful figures of speech are expected and accepted in advertising copy

(Phillips & McQuarrie, 2009) but are not always effective in consumer

word of mouth. In that context, conversational norms for different

kinds of consumption drive whether figurative speech is effective.

Consumers are not used to seeing figures of speech in utilitarian con-

texts, for example, so telling business travelers that the “The food is

yummy” is less persuasive than just saying “The food is good”
(Kronrod & Danziger, 2013).

Analysis of the impact of syntax (i.e., how one combines words to

convey a particular meaning) considers word combinations at the level

of a clause, sentence, or even across an entire text. More complex

syntax involves longer clauses or sentences, and less familiar words.

These more complex language constructions often produce disfluency

in information processing. As a result, complex syntax tends to hurt

audience engagement and impede ad recall and recognition, because

it reduces motivation to process (Berger, Moe, & Schweidel, 2022;

Lowrey, 1998; Pancer et al., 2019). Consequently, while high involve-

ment consumers are willing to engage with complex sentence struc-

ture (Lowrey, 2006), less interested consumers are more likely to

tune out.

One way to engage low involvement consumers involves another

simple structural change to a sentence: turning them from assertions

into questions (Hagtvedt, 2015). Doing so increases arousal, which

increases engagement for less involved audiences. Surprisingly, how-

ever, questions can turn off high involvement consumers, who feel

more anxiety when faced with the uncertainty a question introduces.

A common thread across syntactic complexity research is that the

nature and depth of one’s involvement with the message moderates

the willingness to process language carefully. Pogacar et al. (2018)

synthesize this idea, offering a framework suggesting that language

effects can be organized according to the complexity of the language

and the consumer’s processing mode (automatic vs. controlled). Rhe-

torical devices like metaphor, analogy, and careful argument struc-

tures (via syntax) are complex language features that demand more

careful processing. Phonetics, which we discuss next, are relatively

simple language features (low complexity) and are processed automat-

ically. Overall, linguistic effects seem to be stronger when they are

congruent with the kind of information processing required.

2.5 | Conversation

While most consumer language research has focused on individuals

producing or consuming words, phrases, or entire texts, more recent

work has started to explore dialogues across two or more people. The

flood of social media conversations has been one rich setting

(e.g., Chen & Berger, 2013). In addition to experiments, for example,

Moore and McFerran (2017) studied the language of conversation in

online forums. They found evidence for both affiliation and achieve-

ment motives in responding to others posts. Further, people mimicked

positive emotion and social word use when they wanted to feel simi-

lar to a prior conversant, but used cognitive and descriptive words

when they were motivated by status differentiation. Other research

finds that consumers tend to adopt others’ linguistic style when they

feel like they share the group’s interests. Linguistic style matching

captures the extent to which people tend to use similar types and

amounts of function words. For example, someone might say either “I
love Lady Gaga” or “Lady Gaga is lovely” when describing a per-

former. One uses a personal pronoun to do so, while the other uses

impersonal voice. The extent to which consumers have similar linguis-

tic styles can be used to predict which products consumers are inter-

ested in. Liu et al. (2019), for example, find that online reviews are

rated as more useful when the language style used matches that of

the intended customer. Similarly, Ludwig et al. (2013) report that

increasing congruence between online reviews and the styles usually

used by that group of reviews increases conversion rates.

Some work has also started to explore service conversations

between consumers and employees. Employee use of singular first-

person pronouns (e.g., I am happy to help vs. Happy to help vs. We

are happy to help) boosts customer satisfaction and purchase, for

example, because it signals that the employee is emotionally and

behaviorally present (Packard et al., 2018). Other conversation

research has examined the warmth/competence trade-off. Some

research suggests that agents who use more competence-centered

language are seen as more helpful, while warm language is costly

(Güntürkün et al., 2020; Marinova et al., 2018). But work considering

the moment-to-moment language dynamics of customer and agent

discourse reveals that both warm and competent language matter,

just at different conversational moments (Packard et al., 2022). Cus-

tomers are more satisfied when agents use warm, affective language

at the beginning and end of the conversation, but cognitive, compe-

tent language in the middle.

This work, though, only scratches the surface of what is possible.

Research has begun to explore things like linguistic signals of conver-

sational receptiveness (Yeomans et al., 2020), or openness to oppos-

ing viewpoints, linguistic features that lead to longer conversations

(Boghrati & Berger, 2022), and even how paralinguistics features like

pausing (Van Zant et al., 2022) and response speed (Templeton

et al., 2022) impact social inferences and social connection. Even con-

trolling for how interesting a particular product or brand is to discuss,

the way conversation partners talk about something (i.e., the linguistic

features used) shapes how long it is discussed. Speaking more con-

cretely, asking narrow questions, matching linguistic styles, and allow-

ing both partners to contribute, all seem to encourage longer

discussion. See (Yeomans et al., 2022) for a review and discussion of

motives in conversation.

2.6 | How words sound

Work on phonetics looks at how the acoustic signals that syllables

and words produce when spoken convey meaning independent of the

word’s definition. Most consumer research in this space examines

brand names. This work finds that brands with consonants that pro-

duce higher-frequency sounds (e.g., f or s) are seen as smaller, lighter,

or closer, for example, while those with consonants that produce

4 BERGER AND PACKARD
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lower frequency sounds (e.g., b or p), which seem bigger, heavier, and

farther away (Klink, 2000; Maglio et al., 2014; Yorkston &

Menon, 2004). These phoneme-based perceptions enhance consumer

attitudes and intentions towards a brand if they match the brand’s

attributes or positioning.

Repeating word sounds is also important. Rhyme within brand

names (e.g., Lean Cuisine or Rantifanti) can produce positive affect,

improve product evaluation, and enhance brand recall (Argo

et al., 2010; Carr & Miles, 1997), and the benefit of rhyming sounds

persists across words in a slogan (Filkuková & Klempe, 2013). Other

phonetics research finds that words with related sounds but disparate

meanings and spellings (i.e., homophones) can activate the other

word’s meaning. Saying “Bye bye!” for example, primes consumption-

related cognitions and behaviors because of its homophony with

“buy” (Davis & Herr, 2014).

More recently, consumer phonetics research has examined the

relationship between silent consonants in brand names and environ-

mentalism (Joshi & Kronrod, 2020), how consonant voicing (i.e., air

flow in pronunciation) impacts perceived harshness or softness

(Pathak et al., 2020), and how the timing of syllable stresses signals

brand gender and warmth (Pogacar et al., 2021).

Phonetic effects have also been found to transcend individual

consonant, vowel, or syllable sounds to a speaker’s own control of

how word sounds are produced. A lower voice leads consumers to

imagine the product discussed is larger (Lowe & Haws, 2017), for

example, and low pitch vocalizations produce fewer negative cogni-

tive responses and more positive brand attitudes (Chattopadhyay

et al., 2003).

2.7 | Cross-cultural linguistics

Some work has also examined consumer language across cultures.

Yorkston and De Mello (2005), for example, reveal how languages

with gender marked nouns (e.g., la cerveza or il vino) can activate gen-

der stereotypes and boost brand recall if the product’s prototypical

consumer gender is congruent with the gender marker. Other work

(Schmitt & Zhang, 1998) finds that languages that use classifiers shift

how consumers categorize products and their attributes, suggesting

that language’s grammatical structure can shape consumer behavior.

In Mandarin Chinese, for example, rather than just saying “yuan”
(umbrella in English), a speaker would first use the classifier “ba” to

signal that the word coming next is an object that can be held in a

hand. This research is just one example of how different languages

may shape how its users categorize people and objects.

Turning to people who speak more than one language, bilinguals

tend to prefer brands that use their primary language (Carroll & Luna,

2011) and are less likely to prefer brands that use their secondary lan-

guage because it is harder to process affective aspects of the language

(Karataş , 2020). Bilingual ads that “code-switch” from a secondary to

primary language within a single utterance are more persuasive when

the primary language is viewed more positively in a given culture

(Luna & Peracchio, 2005) because it signals an appeal to the higher

status culture. Similarly, code-switching can help transfer meaning

associated with a second language to a brand. Using some English in

Hindi ads helped boost attitude towards an ad for luxury goods

because English conveys sophistication, but didn’t help for everyday

goods (Krishna & Ahluwalia, 2008). For bilinguals, using a less native

language makes lying feel less self-diagnostic, which allows the con-

sumer to lie more without harming the self-concept (Gai &

Puntoni, 2021).

3 | ANALYZING LANGUAGE

Now that we have reviewed the main themes in consumer language

research, and some trends over time, we turn to how language can be

analyzed to produce psychological insight.

3.1 | Experiments

The simplest way language can be examined is experimentally. A good

deal of research has used experiments to manipulate language and

examine the causal impact on attitudes, persuasion, and other depen-

dent variables. Sela et al. (2012), for example, manipulated the pro-

nouns used in marketing communications and measured the impact

on consumers attitudes towards the brand. Similarly, Berger and

Heath (2005) manipulated the topics of conversations and measured

the influence on usage of different catchphrases, proverbs, and slang.

In addition to being used as an independent variable, language

can also be used in experiments as a dependent variable or mediator.

Melumad et al. (2019), for example, examined how using a smart-

phone or computer changed the language participants produced. Simi-

larly, in studying how audience size changes word of mouth, Barasch

and Berger (2014) measured the process of self versus other focus

through counting the pronouns used in what participants wrote.

As in any other method, care needs to be given to ensure correct

operationalization. When using language as an independent variable,

for example, it is critical to be sure that only the focal language fea-

tures are manipulated. Similarly, when using language as a dependent

variable or mediator, ensuring that the features measured actually

capture the constructs of interest.

3.2 | Manual coding

Beyond experiments, researchers can also manually code language in

field data. In studying what makes online content viral, for example,

Berger and Milkman (2012) had research assistant code how much

anger or sadness different news articles evoked. Similarly, in research

on personal pronouns in customer service, the authors used judges to

code whether instances of “we”, “our”, and “ours” excluded or

included the customer given their focus was on “we” uses that

employees used to describe themselves as part of the company

(Packard et al., 2018).

BERGER AND PACKARD 5
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But while manual coding can be useful, it has some challenges.

First, it is difficult to scale. Coding 10 articles often takes 10 times as

long as coding one. Second, one may be concerned about subjectivity

or bias. Different things may make different research assistants feel

sad, and political leanings, gender, and other factors may shape how

people perceive content.

As discussed, though, shifts in technology have enabled a huge

amount of spoken and written language data to be digitized. Further,

new tools have emerged to allow researchers to analyze this wealth

of data at scale (Boyd & Pennebaker, 2015).

Consequently, it is important to understand these new methods

for extracting psychological insight from language. There are two gen-

eral classes of approaches. The first is relatively top down, involving a

set of key, pre-defined constructs and variables that are related to

them. The second is more bottom up, allowing the data to reveal

potential patterns in language. First, we discuss the most common

approach, dictionaries, which is relatively top down, and then discuss

topic modeling and word embeddings, two more bottom-up

approaches.

3.3 | Dictionaries

The most common approach for automated textual analysis, particu-

larly among consumer psychologists, is dictionaries (for recent reviews

see Berger et al., 2020; Berger & Packard, 2022; Humphreys &

Wang, 2018). Dictionaries usually involve a mapping between words

or phrases and key psychological constructs. Someone interested in

measuring how much participants are attending to the past, for exam-

ple, might utilize a dictionary including words like “was,” “had,” and

“been.” By counting the number of these words that appear in differ-

ent passages of text, the dictionary could provide a sense of which

participants were focused more on the past.

The dictionary that has received the most attention is Linguistic

Inquiry and Word Count (LIWC). The most recent iteration of this dic-

tionary analyzes over 100 dimensions of text, including categories like

pronouns, function words, social processes, and cognitive processes.

A conservative estimate would suggest this dictionary has been cited

over 10,000 times, but the actual number is likely much larger. In con-

sumer psychology, it has been used to study everything from atten-

tion to the self versus others (Barasch & Berger, 2014), social

acceptance in news media (Humphreys, 2010), emotional dynamics of

movies (Berger et al., 2021), and the virality of emotional content

(Berger & Milkman, 2012).

While LIWC is useful in many applications, a variety of other dic-

tionaries also exist. They measure everything from authenticity

(Kovacs et al., 2013) and brand personality (Opoku et al., 2006) to lin-

guistic concreteness (Brysbaert et al., 2014) and values (Lasswell &

Namenwirth, 1969), among other features. While some of these dic-

tionaries just count the number of words that appear in different cate-

gories, others use a more continuous approach scoring words on

different dimensions. The Evaluative Lexicon (Rocklage et al., 2018),

for example, scores hundreds of words based on their emotionality,

valence, and extremity. Other work has scored over 10,000 words

based on valence, arousal, and dominance (Warriner et al., 2013). And

the textual paralanguage classifier (Luangrath et al., 2022) uses both

dictionaries and rule-based algorithms to identify different types of

nonverbal audible, tactile, and visual elements in text (e.g., emojis).

Dictionaries are particularly good when researchers know what

they are looking for. If someone knows they want to measure senti-

ment, for example, then selecting validated, off-the-shelf dictionary

will help them achieve that goal. Further, dictionaries can be used to

measure aspects of what consumers are attending to or talking about

(i.e., particular goals and motivations) and also how consumers are

talking (i.e., whether they are using more or less concrete language).

There are only so many prevalidated dictionaries, however, so

measures do not exist for everything researchers want to measure.

Further, while researchers can create their own custom dictionaries,

to ensure that those dictionaries actually measure the intended

aspect, validation is often necessary.

3.4 | Topic modeling

Dictionaries have a number of valuable aspects, but in some cases,

researchers may be less interested in a top-down approach and more

interested in one that is bottom-up. They may not know exactly what

feature they want to measure or may want to characterize language

on more dimensions than there are dictionaries available.

In situations like these, a class of approaches called topic model-

ing can be particularly useful. Rather than starting with a particular

pre-defined construct or constructs, topic modeling starts with the

data itself and identifies the main topics or themes being discussed. If

a researcher was interested in the main topics or themes talked about

in restaurant reviews (e.g., food, service, and price), for example, they

could use topic modeling to identify those themes and their relative

prevalence in each review.

Topic modeling works by identifying co-occurrences among

words. If words like price, cost, and expensive often show up together

in restaurant reviews, for example, the approach may identify them all

as belonging to the same topic or theme. Similarly, if words and

phrases like tasty, delicious, and mouthwatering often show up

together in reviews, the approach may identify them as belonging to

the same topic or theme. When given a set of documents (e.g., online

reviews, advertisements, or thought protocols), the approach iden-

tifies the main topics of themes that appear in those documents, the

words or phrases that make up each topic or theme, and how strongly

associated each word or phrase is which each topic or theme.

While this approach has not been used as frequently as dictionar-

ies, it has begun to appear in a variety of papers by both consumer

psychologists and marketing scholars more generally. Tirunillai and

Tellis (2014), for example, used topic modeling to explore dimensions

linked to quality, how they shift over time, and how that relates to

brand positioning. Berger and Packard et al. (2018) used the approach

to identify the main themes in song lyrics, and Li and Ma (2020) illus-

trate how marketers can use topic modeling and consumer search

6 BERGER AND PACKARD
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data to identify where consumers are in the decision-making journey.

Topic modeling can also be used as control variables, identifying dif-

ferent topics that might arise in things like customer service conversa-

tions (Packard & Berger, 2021) or news articles (Berger, Moe, &

Schweidel, 2022).

Latent Dirichlet allocation (LDA; Blei et al., 2003) is the most

commonly used topic modeling approach. Latent semantic analysis

(LSA; Landauer et al., 1998) is also sometimes used, but while it is sim-

pler and faster to implement, it often requires larger amounts of text

and may achieve lower accuracy levels. Some work has also used

Poisson factorization (Gopalan et al., 2013; Toubia, 2021) which has

the benefit of not forcing topic probabilities to sum to one.

Note that topic modeling focuses on linguistic content rather than

linguistic style. As discussed previously, researchers distinguish

between words that indicate something about the content being dis-

cussed and words that indicate more about the linguistic style of the

speaker (Pennebaker et al., 2003; Tausczik & Pennebaker, 2010).

While the requests “would it be possible to get me a glass of water”
and “grab me a glass of water” both indicate the speaker’s desire for

water and directs the listener towards action, they go about those

tasks in quite different ways. Style or function words include pro-

nouns, prepositions, articles, conjunctions, auxiliary verbs, and a few

other categories that appear among the nouns, regular verbs, adjec-

tives, and adverbs that make up the content of language. Not surpris-

ingly, then, style or function words often co-occur with multiple

content words.

Topic modeling tends to ignore style and focus on content. In

fact, as one of the standard text preprocessing steps, standard topic

modeling packages often remove so-called common stop words

(e.g., “a” or “the”) before assigning words to groups, removing many

style words from the analysis. Consequently, this approach may be

ideal for looking at content changes between groups or over time but

may be less ideal for looking at variation in style.

3.5 | Embeddings

Advances in computer science have provided even more interesting

ways to characterize language and text. Rather than just comparing

the relative prevalence of a type of words or theme across docu-

ments, these approaches quantify the relationship or similarity

between words or documents more generally.

Imagine trying to quantify how similar two words are to one

another. While dictionaries might identify whether two words are

both members of the same dictionary, for example, or score similarly

on a particular dimension, this would only account for a single dimen-

sion out of many that the words could vary on. Similarly, while topic

modeling could help identify whether the words co-occur, but if they

do not appear in the same topic, it would be hard to know how similar

they are. Further, such broad measures of coincidence within a large

document miss a great deal of nuance. Two words that appear in the

same sentence or paragraph are probably more related than two

words that appear further away from one another.

A computational linguistics approach known as word embeddings

(e.g., Word2vec, Mikolov et al., 2013 and GloVe, Pennington

et al., 2014) helps address some of these issues. Similar to Firth’s

(1957) suggestion that “you shall know a word by the company it

keeps,” embeddings use a neural network framework to take a corpus

of texts (e.g., online reviews) and the local context in which words

appear to determine their semantic relatedness (see Eichstaedt

et al., 2021, for a recent discussion). Just as people who see each

other more often tend to live closer in geographic space, embeddings

use word co-occurrence, distance between words, and appearance in

similar contexts across different texts to position words in relation to

one another in a continuous multidimensional semantic space. By tak-

ing into account where words appear in relation to one another within

a given document, word embeddings are able to achieve greater

insight into semantic relatedness.

If “Nikes are cool” shows up frequently in online reviews, for

example, that would shrink the relative distance between the vector

for Nike and the vector for cool. Beyond just incidence, though, the

distance between occurrences also matters. Both “Nikes are cool”
and “Nikes aren’t cheap, but they are cool” contain the words Nike

and cool, but the first example has them closer together, which would

decrease the vectors’ distance in word2vec space. Note that two

words do not have to necessarily co-occur; occurring in similar con-

texts also shapes similarity. If “Nikes are high-tech” and “high-tech
shoes are cool” both appear frequently, it decreases the distance

between the vectors for “Nike” and “cool” even if the two words

never appear near each other.

Embeddings have some useful properties. Words with similar

semantic meanings appear closer together in the multidimensional

space, and consequently, the relationship between words can be mea-

sured by the difference between their vectors. Words that mean simi-

lar things (e.g., fun and exciting), for example, are placed closer in

word embedding space than words that mean different things

(e.g., fun and dependable).

Consequently, embeddings can be a powerful tool to study con-

sumer behavior. Bhatia and Olivola (2018, 2021), for example, demon-

strate that word embeddings can be used to predict brand personality

traits, and Aka et al. (2022) used embeddings to demonstrate that

consumers prefer brands that “fit” their own psychological tendencies

(see Nave et al., 2022, for a similar approach). Zhang et al. (2018) illus-

trated that embedding models can predict brand recall, and Timo-

shenko and Hauser (2019) demonstrate how embeddings can identify

customer needs from product reviews.

Embeddings can also be used to quantify the distance between

larger bodies of text. Just as word embeddings identifies the similarity

between words, tools like Google’s Universal Sentence Encoder (Cer

et al., 2018), BERT (Devlin et al., 2018), and ELMo (Peters et al., 2018)

can determine the similarity of sentences, paragraphs, or even whole

documents (e.g., how similar two online reviews are to one another).

Depending on the approach, the similarity may be more semantic or

may take syntax and other features into account.

Researchers are only starting to leverage these exciting tools, but

one useful application may be the structure of discourse. While
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theorists have long theorized that stories have common shapes

(e.g., Campbell, 1949; Freytag & MacEwan, 1900), little empirical work

has tested this possibility or examined whether different shapes or

structures might be more effective or engaging.

Some work has started to examine narratives using manual coding

or dictionary-based approaches (Berger et al., 2021; Boyd et al., 2020;

Reagan et al., 2016), but embeddings can add additional insight into

both the structure of discourse and its effects. Take stories, for exam-

ple: first, each chunk or portion of the story (e.g., a paragraph) can be

represented as a point in a high-dimensional space. Then, by looking at

the relationship between adjoining portions of the story, or the set of

points as a whole, one can extract features of the semantic progression.

By computing the distance between adjoining passages, for example,

one can get a sense of pacing or how fast a story is moving (Laurino

Dos Santos & Berger, 2022). Similarly, by looking at how the story

moves in semantic space, or the particular sequence between the set of

points, one can quantify whether the story takes the most direct path

between the different points or a more circuitous route. Finally, by

looking at the set of points as a whole, one can measure the narrative’s

volume or howmuch ground it covers (Toubia et al., 2021).

Speed, circuitousness, and volume are only some of the features

one could imagine extracting (e.g., see Berger et al., 2021 for work on

emotional volatility), but the ability to quantify discourse features opens

up a range of interesting research questions. TV shows and movies that

move more quickly, for example, tend to be liked more (Toubia

et al., 2021). But is the same true for online reviews, for example? Or

might reviews that move faster be liked less because they require more

effort to follow? What about conversations? Are they more enjoying

when the conversation moves faster or slower and why?

Similar questions could be asked with the concept of volume.

While academic papers that covered more ground are cited more, TV

shows that covered more ground are liked less (Toubia et al., 2021).

What might account for this difference and how might this effect vary

in different domains? Might online reviews that cover more ground be

more useful because they integrate more information? Might conver-

sations that cover more ground be more enjoyable or less?

And while these questions focus on the impact of linguistic fea-

tures, or their effect on the audiences or peers that consume them,

might these features also reflect things about content producers?

Might the speed or volume of online reviews, for example, provide

insight into how likely a given customer is to return the product? Or

how loyal they will be in the future?

More generally, embeddings could be useful for a range of other

topics. Embeddings have been used to capture risk perceptions

(Bhatia, 2019) and judgments of relatedness, meaning, and probability

(see Bhatia et al., 2019 for a review). Because embeddings represent

how information is organized, memory and information processing

researchers could use them to explore how ideas become linked in

memory (Bhatia et al., 2018). Self and identity researchers might use

these techniques to examine the malleability of self concepts over

time, and emotion researchers could use them to test the structure of

emotion, and whether or how appraisals of discrete emotions shift

across situations.

3.6 | Broader points

This discussion of automated tools brings up a couple of larger points

that are worth to note. First, note that studying language does not

always require automated approaches. In situations where the number

of things that need to be coded is relatively small, and the features to

be coded are relatively simple and small in number, manual coding

may be just fine. Researchers or research assistants can count the eas-

ily noted features or generate coding rubrics to manually code things.

Automated approaches are particularly useful when the quantity of

text is large, the features to be coded are relatively complex or diffi-

cult to perceive, and manual coding may introduce subjectivity.

Second, these approaches can be used to study what people are

talking about, or how and why they are talking. Topic modeling, for

example, focuses heavily on the what. When considering customer

service calls, for example, topic modeling might identify that some

calls focus more on the incorrect product being delivered while others

focus more on an issue with the website. Other approaches, however,

focus more on how a given topic is being talked about the psychologi-

cal motivations behind why. A concreteness dictionary, for example,

can help identify which customer service representatives are speaking

more or less concretely, regardless of which topic they are talking

about. Similar representatives using different pronouns may talk about

the same issues, but by using different pronouns (e.g., I vs. we) may

shape customer satisfaction by influencing how caring they seem.

Third, these techniques can both be used to study both what lan-

guage reflects about its producer(s) and how it impacts audiences.

Language serves a dual role. It both reflects things about the people,

companies, and societies that produce it, and it impacts the audiences

that consume it.

On the reflect side, for example, one can learn things about con-

sumers, companies, and other marketplace actors based on the lan-

guage they produce. Different people use language differently, and

people use language differently based on transitory states, and as a

result one can learn a lot about people based on the language they

use. Language provides insight into people’s personality and identity

(Preoţiuc-Pietro & Ungar, 2018; Pennebaker & King, 1999; Park

et al., 2015) and also how they are feeling or what they are thinking

about (Seraj et al., 2021). Consumers that use passive voice when

complaining about a negative service experience, for example, are less

likely to see themselves at fault for the issues, and thus more likely to

share negative word of mouth (Sepehri & Berger, 2022). Similarly, the

language companies use can provide insight into their attitudes

towards women (Lawson et al., 2022), and the language used in ads

can provide insight into cross-cultural differences (Han &

Shavitt, 1994) in things like individualism and collectivism.

On the impact side, language also impacts the individuals, organi-

zations, and societies that consume it. The language used in word of

mouth not only reflects things about the consumer that shared it

(e.g., Packard & Wooten, 2013), for example, it also impacts the con-

sumers that listen to or read it, and their likelihood of purchasing that

product (Berger, Rocklage, & Packard, 2022). Novices are more likely

to say they “recommend” something, for example, and hearing
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someone recommends (vs. likes) something is more likely to encour-

age action (Packard & Berger, 2017). Similarly, the language used by

customer service representatives impacts customer satisfaction

(Packard et al., 2018; Packard et al., 2022; Packard & Berger, 2021),

the language used in song lyrics shapes whether songs become popu-

lar (Berger & Packard, 2018; Packard & Berger, 2020), the language

used in social media posts shapes engagement (Cascio-Rizzo

et al., 2022; Pezzuti et al., 2021), and the language used in news arti-

cles shapes whether they get read and shared (Berger &

Milkman, 2012; Berger, Moe, & Schweidel, 2022).

Each of experiments, dictionaries, topic modeling, and embed-

dings offer benefits and limitations to help understand what language

reflects about language producers and how language impacts lan-

guage consumers.

4 | FUTURE RESEARCH

While the past few years have seen burgeoning interest in consumer

language, much more remains to be done. Language research has only

started to leak into other areas of study and there are lots of open

opportunities. Further, the advent of new tools and greater availability

of field data promises new chances to uncover consumer insights.

4.1 | Understanding consumers

One area in particular that deserves further study is using language to

understand consumers. As noted previously, most consumer language

research has focused on language’s impact. How the use of words,

phrases, and topics impacts the audiences that consume such lan-

guage. There has been less attention, however, to what language

reflects about consumers and their psychological processes. What can

the language consumers use tell us about their traits, states, attitudes,

cognitions, needs, and motives?

Consumer language research has barely scratched the surface of

language as an indicator of one’s inner mental life. Psychological

research has shown that the language people use on social media can

predict things like their personality (Park et al., 2015), or physical and

mental health (Eichstaedt et al., 2015, 2018) with great accuracy, but

similar approaches have, for the most part, yet to be applied in the

consumer space. Consumer researchers could use language to better

identify and understand consumer-relevant psychological factors like

self-focus or construal level, and consumption-specific traits like

materialism or frugality (Rick et al., 2008).

Further, while some of this work might focus on understanding,

work on prediction may be just as useful. Consumer psychologists

who study language tend to focus on understanding. Trying to under-

stand why particular words, phrases, or other linguistic features, for

example, have the impact that they do.

But more quantitative work has also used language for prediction.

Rather than focus on any one particular linguistic feature

(e.g., pronouns or concrete language), this type of work often extracts

as many linguistic features as possible from relevant text and uses

them to predict an important outcome. Netzer et al. (2019), for exam-

ple, examined whether the text that consumers wrote when applying

for a loan could help predict whether borrowers would pay the loan

back. They found that above and beyond the traditional financial and

demographic variables often used in models to predict default, textual

features added additional predictive power. Similarly, Dore and Berger

(2022) examined why certain content is shared more on social media,

using embeddings to represent posts in a multidimensional space and

identifying a linguistic signature of sharing that predicted shares

above and beyond traditional audience factors.1

Similar approaches could be applied to a range of relevant out-

comes. Topic modeling, for example, could be used to identify differ-

ent motivations in a variety of context. Some work has applied this to

hosting on Airbnb (Chung et al., 2022) but the same notion could be

used to understand why people buy certain products or fail to achieve

their goals. Along these lines, work could try to predict where con-

sumers are in the customer journey (e.g., Humphreys et al., 2021), rel-

evant cognitions, or variety of other aspects.

4.2 | Language as a dependent variable

Another area that might deserve more attention is text as a depen-

dent variable. In most experimental research, researchers use scale

measures to collect outcome variables. They select a small set of key

variables of interest and include one or multiple measures of each of

these constructs. But while this approach as many upsides, it is rela-

tively restrictive. Researchers have to know in advance what they are

looking for and can often only ask so many measures at once.

Language, however, can potentially be more open-ended. Rather

than asking a small set of predetermined questions, researchers can

ask more open-ended questions where participants write (or speak)

their responses. Natural language techniques can then be used to

extract insight from this data. By exploring correlations between lan-

guage features and independent variables, or other relevant out-

comes, researchers can begin to get a better sense of potentially

important relationships and where to dig further.

Natural language may be particularly valuable as a dependent var-

iable because it might help researchers study things that consumers

may not want to express more explicitly. If asked, most people would

not say that they are lying, yet their language often provides telltale

signs that they are not telling the truth. Similarly, most individuals

would not own up to being racist or sexist, but the language they use

when describing different groups or individuals may provide evidence

of such biases. Consequently, language may provide a way to gain

insight into things that might not otherwise be revealed.

This is another situation where the distinction between content

and function words becomes important. Most people are probably at

least somewhat aware of what they are talking about: the topics or

themes they are discussing. But they are likely less aware, and less in

conscious control, of the way they express those things (Pennebaker,

2015). Consequently, function words may be particularly useful in
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picking up things that consumers may not want to explicitly reveal,

either because of response biases or lack of conscious awareness.

4.3 | Acoustic features

Acoustic features are another area of opportunity. While a decent

amount of work has begun to explore language, or the words phrases

and topics that people use, there has been less attention to acoustic

paralanguage or the vocal features used in verbal communication. The

pitch, tone, volume, and other features consumers use when commu-

nicating with one another vary across individuals situations and other

aspects. Further, these features can provide important insight into

what people are thinking or feeling, or the likely impact of their com-

munications (e.g., Van Zant & Berger, 2020; Wang et al., 2021). Peo-

ple shift their voice when trying to persuade (Van Zant & Berger,

2020), for example, and customer service agents who pause more fre-

quently during conversational turns increase customer satisfaction,

because they encourage customers to assent more often (i.e., say

“yeah” or “ok”; Van Zant et al., 2022). While these are just a couple of

examples, spoken communication always includes vocal features, and

thus, this is a rich area for future work. And though written communi-

cation does not include acoustic features, it does often include textual

paralanguage, which is a rich opportunity for future study as well

(e.g., Luangrath et al., 2016, 2022).

4.4 | Limitations

While there are lots of opportunities in consumer language research,

that is not to say that there are no limitations. As with any research

area, or any research method, there are some important challenges

and caveats to keep in mind.

First, language is heavily context dependent. The language con-

sumers use when broadcasting on social media is different than the

language they use when speaking to their best friends, which is differ-

ent than the language they use when speaking to their boss. Similarly,

pragmatic factors, like modality (i.e., speaking vs. writing), channel

(i.e., text vs. email), and devices (i.e., smartphone vs. PC), shape the

language consumers use. Consequently, when analyzing language data

in the field, or conducting experiments in the lab, it is important to

keep context in mind. Context affects the language consumers create,

and the language they think is appropriate to use.

Second, words does not capture all aspects of communication.

Body language in face to face interactions or images in social media

posts also convey information. Thus, while language often conveys a

great deal, it is worth considering other ways to communicate as well.

5 | CONCLUSION

The words consumers produce and consume play an important role in

their lives. A growing body of research has shed considerable light on

how language persuades and reflects the mind of the consumer. But

much more remains to be done. The growing foundation in the psy-

chology of language and wider accessibility of natural language pro-

cessing tools and data have opened up a new era of possibility. This

paper has tried to provide a glimpse into the diverse range of insights,

approaches, and opportunities in this field to date. Hopefully, this will

encourage more researchers to study the psychology of consumer or

marketing language, or any other psychological theories of interest

that can be elucidated, in part, through the wisdom on offer in words.
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