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Are people more or less likely to follow numerical advice that communicates uncertainty in the form of a
confidence interval? Prior research offers competing predictions. Although some research suggests that peo-
ple are more likely to follow the advice of more confident advisors, other research suggests that people may
be more likely to trust advisors who communicate uncertainty. Participants (N = 17,615) in 12 incentivized
studies predicted the outcomes of upcoming sporting events, the preferences of other survey responders, or
the number of deaths due to COVID-19 by a future date.We then provided participants with an advisor’s best
guess and manipulated whether or not that best guess was accompanied by a confidence interval. In all but
one study, we found that participants were either directionally or significantlymore likely to choose the advi-
sor’s forecast (over their own) when the advice was accompanied by a confidence interval. These results
were consistent across different measures of advice following and did not depend on the width of the con-
fidence interval (75% or 95%), advice quality, or on whether people had information about the advisor’s past
performance. These results suggest that advisors may be more persuasive if they provide reasonably-sized
confidence intervals around their numerical estimates.

Public Significance Statement
In 12 incentivized studies (N = 17,615), participants received numerical advice that was either accom-
panied by a confidence interval or not, and we observed how much they followed the advice. In all but
one of those studies, we found that participants were either directionally or significantly more likely to
choose the advisor’s forecast (over their own) when the advice was accompanied by a confidence inter-
val. Contrary to claims that people dislike expressions or acknowledgments of uncertainty, these results
suggest that advisors may be more persuasive if they put confidence intervals around their numerical
estimates.
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Many consequential decisions hinge on forecasts of uncertain
events. An investment decision may hinge on forecasts of how
stock prices might change in the near future, a gambling decision
may hinge on forecasts of a sporting event, a decision to take a
job or buy a house or have kids may hinge on forecasts about the
course of a pandemic, etc. When making such forecasts, people
often seek advice.
The future is uncertain, and advisors have to decide whether to

communicate that uncertainty when they provide advice. For

example, an advisor could merely provide a point estimate
(e.g., “My best guess is that the stock price will increase by 5%
this year”) or s/he could communicate the uncertainty around that
estimate by also providing a confidence interval (e.g., “My best
guess is that the stock price will increase by 5% this year,
and I am 95% sure it will increase by some value between 1% and
9%”).

In this article, we attempt to answer a seemingly simple question.
Are people more likely to choose an advisor’s forecast over their own
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when the advisor provides only a point estimate or when the advisor
also provides a confidence interval around that estimate? In other
words, are advisees more or less likely to follow the advice of an
advisor who conveys uncertainty in the form of confidence
intervals?
On this question the literature is mixed. On the one hand, advisors

tend to provide overconfident advice. Undoubtedly, this at least par-
tially reflects advisors’ own overconfidence, as there is no reason to
believe that advisors would be immune from the general tendency
for people to believe that their own estimates are more accurate
than they actually are, and to therefore provide confidence intervals
that are overly precise (Alpert & Raiffa, 1982; Klayman et al., 1999;
Moore et al., 2016; Moore & Healy, 2008; Soll & Klayman, 2004).
But recent research suggests that advisors may also knowingly and
strategically offer overconfident advice because they believe that
there are benefits to doing so and/or costs to communicating uncer-
tainty. And, indeed, that belief has some support in the published lit-
erature (Anderson et al., 2012; Price & Stone, 2004; Radzevick &
Moore, 2011; Van Zant, 2022). For example, research suggests
that advisees are more likely to choose advisors who provide more
precise estimates (Radzevick & Moore, 2011). Moreover, research
on the “confidence heuristic” suggests that people often presume
that those who display more confidence have more knowledge
(Price & Stone, 2004). As a result, they are more likely to prefer
overconfident advisors to well-calibrated ones, at least when accu-
racy feedback is not easily available (Sah et al., 2013; Tenney et
al., 2007, 2008).
The notion that overconfident advice may be more persuasive

is also in line with the widespread belief that people dislike
uncertainty (e.g., Kahneman, 2011; Tetlock & Gardner, 2015), a
belief that persists even in the context of science communication
(National Academies of Sciences, Engineering, and Medicine,
2017). In general, research suggests that overconfident statements
of belief are driven at least in part by strategic, self-presentational
concerns, and that those concerns may have some basis in reality
(Anderson et al., 2012; Van Zant, 2022). From this, we might pre-
dict that advisees would be less likely to heed the advice of those
who express uncertainty by putting confidence intervals around
their estimates.
On the other hand, recent research has found that advisors are not

trusted less, and sometimes even trusted more, when they incorpo-
rate uncertainty into their forecasts (Gaertig & Simmons, 2018;
Gustafson & Rice, 2019; Howe et al., 2019; Joslyn & LeClerc,
2012, 2016; van der Bles et al., 2020). For example, Gaertig and
Simmons (2018) found, across different domains, that advisors
may be judged more positively when their forecasts communicate
uncertainty, by, for example, providing a reasonably wide range of
outcomes rather than a point estimate when predicting the outcomes
of sporting events. Joslyn and LeClerc (2012, 2016) and Howe et al.
(2019) found similar effects in their investigations of scientists’
communications about climate projections. For example, Joslyn
and LeClerc (2016) found that people were more trusting of scien-
tists’ climate projections, such as temperature forecasts or projec-
tions about rising sea levels, when the scientists’ estimates were
accompanied by a 90% confidence interval. And van der Bles et
al. (2020) found no evidence that people exhibit diminished trust
in a scientific source when the source provided a numerical range
of outcomes or a confidence interval around a point estimate. This
past research focused on evaluations of the advisor or the quality

of the advisee’s decision; it did not directly assess the extent to
which people actually follow the advisor’s advice.

The findings from this past research suggest that advisees may not
be less likely to follow advice that is accompanied by a confidence
interval. And, indeed, there are reasons to think that this form of
uncertain advice may even be more persuasive. First, an advisor
who pretends that s/he knows exactly what is going to happen
next may not be very credible, at least to advisees who appreciate
that the world is uncertain. Indeed, some advisors seem to recognize
this. For example, in the context of predictions about the COVID-19
pandemic, the website FiveThirtyEight explained to their consum-
ers, “COVID-19 models aren’t made to be unquestioned oracles.
They’re not trying to tell us one precise future, but rather the range
of possibilities given the facts on the ground” (Best & Boice,
2020). Second, advisees may use advisors’ confidence intervals as
a way to gauge whether their own estimate is reasonable—because
it is inside the interval—or unreasonable—because it is outside
the interval. As a consequence, advisees whose own estimates are
outside of that interval may feel especially compelled to side with
the advisor over their own potentially wayward estimate.

So which one is it? Are advisees more likely to follow advice that
comes in the form of a single best guess, or when that guess is
accompanied by a confidence interval?

Research Overview

In 12 studies, we investigated whether people are more or
less likely to follow advice when an advisor’s best guess is accom-
panied by a confidence interval. Participants in our studies fore-
casted the outcomes of upcoming sporting events (Study 1–10),
the number of deaths due to Covid-19 in the United States by
a future date (Study 11), or the preferences of other survey
responders (Study 12). In all studies, participants first made their
own prediction. They then saw a forecast presented as coming
from a statistical model (Studies 1–5 and 7–11) or a human advisor
(Studies 6 and 12), and we manipulated whether the model’s/
advisor’s forecast was or was not accompanied by a confidence
interval.

We measured advice following in different ways across
studies. In Studies 1, 2, 4–9, and 12, we asked participants to choose,
for each of the items they were asked to predict, whether to submit
their own forecast or the model’s/advisor’s forecast as their final,
incentivized prediction. In Study 3, we instead asked participants
to choose, all at once, between all of their own predictions or
all of the model’s forecasts. In Studies 10 and 11, we measured
the extent to which participants adjusted their own prediction
after seeing the model’s prediction (i.e., a weight-of-advice
measure).

While all of these design choices helped to establish the general-
izability of our findings across different prediction tasks, different
types of advisors, and different measures of advice following, we
sought to further explore whether our results were robust to factors
that might often differ across advice-giving contexts. Specifically,
in some studies we introduced manipulations designed to test
whether our findings differed depending on whether (1) people
did or did not have access to howwell the advisor had performed pre-
viously (Studies 4–6), (2) the quality of advice was high or low
(Study 7), or (3) the confidence interval was wider (95%) or nar-
rower (75%; Study 12).
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The confidence intervals that we presented in our studies were
based on real-world data and not on the subjective impressions of indi-
vidual advisors (see Park & Budescu, 2015; Sniezek & van Swol,
2001). For the ten sports studies (Studies 1–10), we calculated the
confidence intervals around advisors’ best guesses using either a sim-
ple algorithm based on past data or odds set by professional oddsmak-
ers. For Study 11, we obtained the confidence intervals from
COVID-19 models featured on the website Fivethirtyeight.com at
the time the study was run. And for Study 12, in which participants
predicted the preferences of other survey responders, we generated
the confidence intervals using pilot data and margin of error calcula-
tions for binary questions.

Transparency and Openness

All of our studies were preregistered. All of our preregistrations,
as well as our data, code, and materials, can be found on
ResearchBox: https://researchbox.org/357. All studies were
approved by the institutional review boards of either the
University of Pennsylvania, University of Chicago, or University
of California, Berkeley. Participants began each study by providing
informed consent (via a Qualtrics survey).

Studies 1–10

In Studies 1–10, participants predicted the outcomes of upcoming
sporting events. These studies followed a similar procedure and so
we describe them all at once.

Method

Participants

We conducted Studies 1–10 using U.S. participants from
Amazon.com’s Mechanical Turk (MTurk). We advertised Studies
1–3 as “a survey for National Basketball Association (NBA) basket-
ball fans,” Studies 4–7 as “a survey for Major League Baseball
(MLB) baseball fans,” and Studies 8–10 as “a survey for National
Football League (NFL) fans.” Participants received $1 for complet-
ing Studies 1, 3, 4, 5, and 8, $1.20 for completing Studies 2, 6, 7, and
10, and $1.50 for completing Study 9. Participants could earn up to
an additional $0.90–$3.50 for accurate forecasting performance. In
Studies 1–3, we decided in advance to recruit 400 participants, in
Studies 4–7, we decided in advance to recruit 1,300 participants,
and in Studies 8 and 10, we decided in advance to recruit 1,200 par-
ticipants. Finally, in Study 9, we decided in advance to recruit 4,000
participants.
Our analyses included data from all participants who submitted a

final prediction for at least one of the games but excluded those
whom we preregistered to exclude. Across Studies 1–10, we pre-
registered different criteria for excluding participants on the
basis of past participation, duplicate responses, extreme predic-
tions (as defined for each sport in the study’s preregistration; see
the note for Table 1), and performance on an attention check (in
Study 9 only). Table 1 summarizes our exclusions across Studies
1–10. After applying these exclusions, this left us with final sam-
ples of 381, 377, 376, 1,076, 1,222, 1,233, 1,205, 1,156, 3,842,
and 1,166 participants in Studies 1–10, respectively. These sam-
ples averaged 33.9–37.9 years of age and were 33.6%–47.4%
female.

Design

In each of Studies 1–10, we provided participants with advice in
the form of a model’s or human advisor’s best guess, and we manip-
ulated between subjects whether this best guess was or was not
accompanied by a confidence interval. In Studies 4–7, we addition-
ally manipulated a second factor, which we describe below.

Procedure

Table 2 provides all methodological details for Studies 1–10. The
studies followed a similar procedure. In each study, participants were
asked to predict the outcomes of a series of sports games on the day
on which the games were played or a few days earlier. Participants in
Studies 1–3 predicted NBA basketball games, participants in Studies
4–7 predictedMLB baseball games, and participants in Studies 8–10
predicted NFL football games.

For each study, we randomly selected a specific number of games that
began no earlier than 7 p.m. Eastern Time on the selected game day (see
Table 2 for the number of games used in each study). We posted the
study in the morning of the game day or a few days earlier to ensure
that data collection would be completed before the games started.1 For
each game, participants were presented with the game’s start time, the
names of the home and visiting teams, and information on how many
wins and losses each of the teams had in the season so far. In addition,
in Studies 1–3 and 8–10, participants were also shown howmany points
the teams had scored and allowed on average in each game thus far in the
season, and, in Studies 4–7, participants were also shown the probable
starting pitchers for each team. The games were presented in a random
order and were presented one at a time on the screen.

For each game, participants were asked to make a prediction. In
Studies 1–3, participants predicted how many points one of the
teams would score in each NBA game, in Studies 4–7, participants
predicted how many hits two teams would accumulate in each MLB
game, and in Studies 8–10, participants predicted how many total
points the two teams would score in each NFL game. We asked par-
ticipants to make their prediction on the same screen on which we
showed them the details for the game. Participants made their predic-
tion by typing a number in a textbox.

After participants made their own prediction for every game in
the study, we told them that they would next see the prediction
that a statistical model (or a human advisor in Study 6) made for
each of the games. Participants were presented again with each of
the games, one at a time and in random order. For each game, we
repeated the game details, the prediction question, and the partici-
pant’s own prediction, and we also showed participants the mod-
el’s/advisor’s prediction. Figure 1 shows this screen for one of the
games in Study 9.

Confidence-Interval Manipulation. In all 10 studies, we
manipulated between subjects whether or not the model’s/advisor’s
best guess was accompanied by a confidence interval. That is, in the
no-confidence-interval condition, the prediction was presented as a

1 Studies 5 and 7 were run over multiple game days to ensure that we could
collect our target sample size. For these studies, we created multiple surveys,
each with the games being played that day. We stopped data collection before
the start of the games on one day and then resumed data collection the next
day, asking different participants to predict a different set of games that
were going to be played on that day.
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best guess only (e.g., “The statistical model’s best prediction is that
the two teams will score 45 total points.”). In the confidence-interval
condition, we, of course, added a confidence interval to the best
guess (e.g., “According to the statistical model, there is a 75%
chance that the two teams will score between 30 and 60 total points.
Its best prediction is that the two teams will score 45 total points.”).
That is, the only difference between the experimental conditions was
whether or not we provided participants with a confidence interval
around a model’s/advisor’s best guess. The best guess itself was
held constant across conditions.
For each prediction question, we obtained a best guess from data-

driven algorithms or well-calibrated online betting markets, and we
created a confidence interval around that best guess based on past
data. In Studies 1 and 8–10, we used a 75% confidence interval
around the best guess (+12 points in Study 1 and +15 points in
Studies 8–10), and in Studies 2–7, we used a 90% confidence inter-
val around the best guess (+17 points in Studies 2–3 and+9 hits in
Studies 4–7). To help establish the generalizability of our results, we
used different confidence interval widths (i.e., 75% and 90%) across
studies (see Table 2).
Measuring Advice Following. We measured advice following

in different ways across the 10 studies (see Table 2).
Choice for Each Game. In Studies 1, 2, and 4–9, participants

were asked to choose, for each game separately, whether they
would like to use their own prediction or the model’s/advisor’s pre-
diction as their official prediction. They were told that their official
prediction would be the one that determined their bonus payment.
On the same screen on which they saw their own prediction and
the model’s/advisor’s prediction, we asked them, “Which predic-
tion would you like to submit as your official prediction?”
Participants indicated their choice by selecting one of the two

options. We measured advice following by calculating the percent-
age of observations for which participants chose the model’s/advi-
sor’s best guess over their own prediction.

One Choice for All Games. Instead of asking participants to
make this choice for each game, in Study 3, we asked them to
make this choice once for all of the games at the end of the study.
That is, in this study, participants first saw the model’s predictions
for all games (along with their own predictions). Then, on a separate
screen, we asked them to indicate whether they wanted to use the
statistical model’s predictions or their own predictions as their offi-
cial predictions for all games. To facilitate this choice, we showed
participants an overview table that listed all the games again along
with the model’s prediction and the participant’s own prediction
for each game. Participants indicated their choice by selecting one
of two options: (1) “Use the statistical model’s predictions to deter-
mine my bonus for all 7 games” or (2) “Use my own predictions to
determine my bonus for all 7 games.”

Weight of Advice. Finally, in Study 10, instead of asking partic-
ipants to choose between their own prediction and the model’s pre-
diction for each game, we measured the extent to which participants
adjusted their final prediction after seeing the model’s advice using a
weight-of-advice (WOA) measure (e.g., Harvey & Fischer, 1997;
Yaniv, 2004). On the same screen on which participants saw the
model’s prediction, we told them, “You now have a chance to
change your prediction. Please make your final prediction.”
Participants made their final prediction by typing a number into a
textbox, just like they did for their initial prediction. To calculate
WOA, we used the following formula:

WOA = Final Prediction − Initial Prediction
Model′s Prediction − Initial Prediction

Table 1
Demographics and Number of Participants Excluded in Studies 1–10

Study Sport
Starting

n
Final
n Mage

Gender Preregistered exclusion criteria

Female
(%)

Male
(%)

Undisclosed
(%)

IP address in the
previous study

Duplicate
IP address

Did not pass
attention check

Made extreme
predictionsa

1

NBA

401 381 34.9 33.6 65.6 0.8 — — — 20

2 397 377 35.1 34.7 65.1 0.3 — — — 20

3 399 376 34.5 35.5 64.3 0.3 — — — 23

4

MLB

1,292 1,076 35.1 39.3 60.2 0.6 13 32 — 171

5 1,306 1,222 35.2 40.5 59.0 0.5 23 26 — 35

6b 1,314 1,233 33.9 43.1 56.6 0.3 37 15 — 29

7b 1,315 1,205 34.8 47.4 51.6 1.0 56 28 — 26

8b

NFL

1,214 1,156 36.3 39.3 60.5 0.2 — 44 — 14

9b 4,342 3,842 37.9 44.6 54.8 0.6 — 161 312 27

10b 1,211 1,166 35.6 42.9 56.8 0.3 15 27 — 3

Note. Cells containing a dash indicate that we did not preregister to exclude participants on this basis, and therefore did not. NBA=National Basketball
Association; MLB=Major League Baseball; NFL=National Football League; WOA=Weight of Advice.
aExtreme predictions were defined as follows in the different studies. In Studies 1–3 (NBA), we excluded participants who made at least one prediction greater
than 160 points or less than 60 points. In Studies 4–7 (MLB), we excluded participants who made at least one prediction greater than 40 hits or at least two
predictions less than 3 hits. And in Studies 8–10 (NFL), we excluded participants who made at least one prediction greater than 120 points.
bIn addition (and as preregistered), in Studies 7–10, we excluded 806 (5.6%), 563 (3.5%), 2,589 (5.2%), and 610 (4.4%) observations, respectively, for which
the participant’s and the model’s/advisor’s predictions were identical. And, in Study 10, to calculate WOA, we also excluded 1,266 observations (9.1%) for
which the participant’s and the model’s/advisor’s prediction differed by exactly one.

GAERTIG AND SIMMONS4

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

Ps
yc
ho
lo
gi
ca
lA

ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
tt
o
be

di
ss
em

in
at
ed

br
oa
dl
y.



T
ab

le
2

P
re
di
ct
io
n
Q
ue
st
io
ns

an
d
E
xp
er
im
en
ta
lD

es
ig
ns

fo
r
St
ud
ie
s
1–
12

St
ud
y

Fi
na
ln

D
om

ai
n

Pr
ed
ic
tio

n
qu
es
tio

n
In
ce
nt
iv
e

N
um

be
r
of

pr
ed
ic
tio

ns
A
dv
ic
e

fr
om

C
on
fi
de
nc
e

in
te
rv
al

M
ea
su
re

of
ad
vi
ce

fo
llo

w
in
g

In
fo
rm

at
io
n

on
pa
st

pe
rf
or
m
an
ce

N
um

be
ro

f
pa
st
ite
m
s

A
dv
ic
e

qu
al
ity

1
38
1

N
B
A

H
ow

m
an
y
po
in
ts
w
ill
th
e

(t
ea
m

na
m
e)

sc
or
e
in

th
is

ga
m
e?

$0
.1
0
fo
re

ac
h
ga
m
e

pr
ed
ic
tio

n
w
ith

in
1
po
in
t

of
ou
tc
om

e
9

M
od
el

75
%

(+
12

po
in
ts
)

Pe
rc
en
to

f
tim

e
pa
rt
ic
ip
an
t

ch
os
e
th
e
m
od
el
’s
be
st
gu
es
s

ov
er

th
ei
ro

w
n
pr
ed
ic
tio

n

N
o

N
/A

G
oo
d

2
37
7

$0
.2
5,

$0
.2
0,

$0
.1
5,

or
$0
.1
0
fo
re

ac
h
ga
m
e

pr
ed
ic
tio

n
w
ith

in
0,

1,
3,

or
5
po
in
ts
of

ou
tc
om

e

9

M
od
el

90
%

(+
17

po
in
ts
)

Y
es

14

G
oo
d

3
37
6

7
Pe
rc
en
to

f
pa
rt
ic
ip
an
ts

ch
oo
si
ng

th
e
m
od
el
’s
be
st

gu
es
s
ov
er

th
ei
ro

w
n
pr
ed
ic
tio

n
11

4
1,
07
6

M
L
B

H
ow

m
an
y
hi
ts
w
ill

th
e

tw
o
te
am

s
ac
cu
m
ul
at
e
in

th
is
ga
m
e?

$0
.2
0,

$0
.1
0,

or
$0
.0
5
fo
r

ea
ch

ga
m
e
pr
ed
ic
tio

n
w
ith

in
0,

1,
or

2
hi
ts
of

ou
tc
om

e

15
M
od
el

90
%

(+
9
hi
ts
)

Pe
rc
en
to

f
tim

e
pa
rt
ic
ip
an
t

ch
os
e
th
e
m
od
el
’s
/a
dv
is
or
’s

be
st
gu
es
s
ov
er

th
ei
ro

w
n

pr
ed
ic
tio

n

M
an
ip
ul
at
ed

15
G
oo
d

5
1,
22
2

15
pe
r
ga
m
e

da
y

M
od
el

M
an
ip
ul
at
ed

15
G
oo
d

6
1,
23
3

13
H
um

an
A
dv
is
or

M
an
ip
ul
at
ed

15
R
an
do
m

7
1,
20
5

11
or

12
pe
r

ga
m
e
da
y

M
od
el

Y
es

15
M
an
ip
ul
at
ed

8
1,
15
6

N
FL

H
ow

m
an
y
to
ta
lp

oi
nt
s

w
ill

th
e
tw
o
te
am

s
sc
or
e

in
th
is
ga
m
e?

$0
.2
5,

$0
.2
0,

$0
.1
5,

or
$0
.1
0
fo
re

ac
h
ga
m
e

pr
ed
ic
tio

n
w
ith

in
0,

1,
3,

or
5
po
in
ts
of

ou
tc
om

e

14

M
od
el

75
%

(+
15

po
in
ts
)

Pe
rc
en
to

f
tim

e
pa
rt
ic
ip
an
t

ch
os
e
th
e
m
od
el
’s
be
st
gu
es
s

ov
er

th
ei
ro

w
n
pr
ed
ic
tio

n

Y
es

14
G
oo
d

9
3,
84
2

13
Y
es

13
G
oo
d

10
1,
16
6

12
W
ei
gh
to
fa
dv
ic
e
fo
re
ac
h
ga
m
e

Y
es

14
G
oo
d

11
3,
62
2

C
O
V
ID

-1
9

W
ha
tw

ill
th
e
nu
m
be
ro

f
co
nfi

rm
ed

de
at
hs

du
e
to

C
O
V
ID

-1
9
in

th
e
U
ni
te
d

St
at
es

be
as

re
po
rt
ed

at
7p
m

E
as
te
rn

T
im

e
on

A
ug
us
t1

,2
02
0?

$0
.2
5
if
w
ith

in
5%

of
co
rr
ec
ta
ns
w
er

1
M
od
el

95
%

W
ei
gh
to

f
ad
vi
ce

N
o

N
/A

G
oo
d

12
1,
95
9

Pr
ef
er
en
ce
s

10
pr
ef
er
en
ce
s/
be
ha
vi
or
s

of
pr
ev
io
us

su
rv
ey

re
sp
on
de
rs
,e
.g
.,
“H

ow
m
an
y
of

th
e
10
0
pe
op
le

w
e
su
rv
ey
ed

sa
id

th
at

th
ey

pr
ef
er

po
lit
ic
s
to

sp
or
ts
?”

$0
.1
5,

$0
.1
0,

or
$0
.0
5
fo
r

ea
ch

pr
ed
ic
tio

n
th
at
w
as

w
ith

in
1,

3,
or

5
of

th
e

co
rr
ec
ta
ns
w
er

10
H
um

an
A
dv
is
or

M
an
ip
ul
at
ed

(7
5%

vs
.

95
%
)

Pe
rc
en
to

f
tim

e
pa
rt
ic
ip
an
t

ch
os
e
th
e
ad
vi
so
r’
s
be
st
gu
es
s

ov
er

th
ei
ro

w
n
pr
ed
ic
tio

n
N
o

N
/A

M
an
ip
ul
at
ed

N
ot
e.

In
ea
ch

of
St
ud
ie
s
1–
11
,
w
e
m
an
ip
ul
at
ed

w
he
th
er

pa
rt
ic
ip
an
ts
w
er
e
pr
es
en
te
d
w
ith

on
ly

th
e
m
od
el
’s
/a
dv
is
or
’s

be
st
gu
es
s
(N

o-
co
nfi

de
nc
e-
in
te
rv
al

co
nd
iti
on
)
or

a
be
st
gu
es
s
ac
co
m
pa
ni
ed

by
a

co
nfi

de
nc
e
in
te
rv
al

(C
on
fi
de
nc
e-
in
te
rv
al

co
nd
iti
on
).
In

St
ud
ie
s
4–
7,

w
e
al
so

m
an
ip
ul
at
ed

an
ad
di
tio

na
l
fa
ct
or

(s
ee

tw
o
ri
gh
tm

os
t
co
lu
m
ns
),
an
d
he
nc
e
th
es
e
st
ud
ie
s
in
cl
ud
ed

fo
ur

co
nd
iti
on
s
in

to
ta
l.

Fi
na
lly

,i
n
St
ud
y
12
,p

ar
tic
ip
an
ts
w
er
e
ra
nd
om

ly
as
si
gn
ed

to
a
N
o-
co
nfi

de
nc
e-
in
te
rv
al

co
nd
iti
on
,a

75
%
-c
on
fi
de
nc
e-
in
te
rv
al

co
nd
iti
on
,o

r
a
95
%
-c
on
fi
de
nc
e-
in
te
rv
al

co
nd
iti
on
,a

nd
w
e
al
so

m
an
ip
ul
at
ed

w
ith

in
su
bj
ec
ts
th
e
di
ff
er
en
ce

be
tw
ee
n
th
e
be
st
gu
es
s
an
d
th
e
co
rr
ec
t
an
sw

er
(i
.e
.,
th
e
qu
al
ity

of
th
e
ad
vi
ce
).
N
B
A
=
N
at
io
na
l
B
as
ke
tb
al
l
A
ss
oc
ia
tio

n;
M
L
B
=
M
aj
or

L
ea
gu
e
B
as
eb
al
l;
N
FL

=
N
at
io
na
l

Fo
ot
ba
ll
L
ea
gu
e.

ADVICE ACCOMPANIED BY A CONFIDENCE INTERVAL 5

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

Ps
yc
ho
lo
gi
ca
lA

ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
tt
o
be

di
ss
em

in
at
ed

br
oa
dl
y.



WOA measures how much weight participants gave to the advice in
making their final, incentivized prediction. If the final prediction was
identical to the model’s best guess, the advice was fully incorporated
and WOA is 1. If the final prediction was identical to the initial predic-
tion, the advicewas ignored andWOA is 0.Values between 0 and 1 indi-
cate that the advicewas used to some extent, and negative values indicate
that participants moved away from the advice. As preregistered, wewin-
sorized the WOA measure at −1 and 1, meaning that observations for
which WOA was greater than 1 or smaller than −1 were treated as 1
and −1, respectively (e.g., Harvey & Fischer, 1997; this was the case
for 1,021 observations, 7.3% of the total sample).
Additional Manipulations. In addition to manipulating

whether the advice was accompanied by a confidence interval, in
some of the studies we also manipulated (a) whether or not we

provided participants with information about the model’s/advisor’s
past performance or (b) whether the advice that we gave participants
was well-calibrated or random (see also Table 2).

Information on the Model’s/Advisor’s Past Performance. In
Studies 4–6, we examined whether the effect of the confidence-
interval condition on advice following changed based onwhether par-
ticipants were provided with information about how the model/advi-
sor had performed previously. Past research has found that people
are less likely to accept advice from a statistical model when they
have seen that model (inevitably) make mistakes (Dietvorst et al.,
2015).We thought that perhaps confidence intervals would work sim-
ilarly; theymight add an air of credibility when participants lack infor-
mation about how they perform, but be less compelling once

Figure 1
Sample Stimulus in Study 9

Participants were randomly assigned to see only the model’s best guess (no-confidence-interval condition) or to see the best guess accompanied by a
confidence interval (confidence-interval condition).
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participants see them in action, especially after they (inevitably)
observe that some outcomes fall outside of those confidence intervals.
In Studies 4–6, participants in the past-performance-information

condition were first presented with a “training” block prior to mak-
ing their predictions. This “training” block displayed the model’s/
advisor’s predictions for a number of games that had recently been
played, alongside the actual game outcomes. For example, in
Study 5, participants were asked to make predictions for 15 MLB
games being played on July 14th and 15th, and so we showed par-
ticipants in the past-performance-information condition predictions
made by the model for the 15 games played on the most recent game
day prior to the study game days (July 9th), along with the outcome
for each game. (Table 2 provides the number of games for which past
performance was provided in each study.) Importantly, we presented
the model’s/advisor’s predictions in the “training” block either with
or without confidence intervals, depending on which condition par-
ticipants were in. Thus, the forecasts that participants saw during the
“training” block looked exactly like the advice they received later in
the study. Participants in the no-past-performance-information con-
dition did not receive any information about the model’s/advisor’s
past performance prior to making their predictions.
In Studies 1–3 and 7–10, we did not manipulatewhether or not par-

ticipants received information about the model’s past performance.
Specifically, in Study 1, none of the participants saw how the
model had performed previously, whereas in Studies 2, 3, and 7–10
all of the participants saw how the model had performed previously.
Advice Quality. In most of our studies, we provided participants

with good, well-calibrated advice. But obviously, advice can be
either good or bad, and it is important to know whether the presence
of confidence intervals influences advice following differently
depending on the quality of the advice. In Study 7, we manipulated
whether we provided participants with good, well-calibrated advice
or with random advice. In this study, participants predicted the num-
ber of hits that would be accumulated in MLB games. Those in the
good advice condition saw advice that was based on a simple model
that we built to predict the number of hits that would occur in a base-
ball game. Those in the random-advice condition saw advice that
was generated by randomly adding or subtracting a random number
between 5 and 8 to or from the good advice. In the remaining studies,
we did not manipulate the quality of the advice, but either provided
participants with good advice (Studies 1–5 and 8–10) or with ran-
dom advice (Study 6, which used a hit prediction randomly drawn
from a uniform distribution ranging from 13 to 26 hits).
Incentives. Participants in every study could earn bonus

money that was tied to the accuracy of their predictions, but we
used different incentives across the studies. In Study 1 (NBA), par-
ticipants received $0.10 for every prediction that was within 1 point
of the true outcome. In Studies 2–3 (NBA) and 8–10 (NFL), par-
ticipants received $0.25 for every prediction that they got exactly
right, and they received $0.20, $0.15, or $0.10 if the prediction
was within 1, 3, or 5 points of the true outcome, respectively.
And in Studies 4–7 (MLB), participants received $0.20 for every
prediction that they got exactly right, and they received $0.10 or
$0.05 if the prediction was within 1 or 2 hits of the true outcome,
respectively.
Additional Information Provided in the MLB Studies. In

Studies 4–7, participants predicted how many hits two teams would
accumulate in MLB games. In Study 4, we did not provide partici-
pants with any additional information about accumulated hits.

Perhaps because of this, 14% of the sample made very extreme predic-
tions, a fact we took as evidence that participants may not have had
enough information about how to make these kinds of relatively unfa-
miliar predictions. Thus, we decided to provide participants in Studies
5–7 with some additional information before we asked them to make
their own predictions. Specifically, before making their own predic-
tions, we showed participants information about the number of hits
accumulated in a series of previous MLB games. For example, in
Study 5, participants were asked to predict hits accumulated in
games played on July 14th and 15th, and so we first showed them
how many hits were accumulated in the games played on July 9th.
The purpose of this information was to familiarize participants with
the typical range of the number of hits accumulated in MLB games.
We presented participants with a table that listed the home and visiting
teams that played each other that day, their win–loss records, their
starting pitchers, and how many total hits they accumulated.

To ensure that participants attended to this information, we asked
them three attention check questions. These questions were presented
on the same screen as the information we provided. We asked partic-
ipants to indicate how many hits were accumulated in one specific
game from the table and to indicate the fewest and most amount of
hits in any of the games. If participants answered any of these three
questions incorrectly, they were asked to take another look at the
table and to answer the attention check questions again. If participants
answered any of the three questions incorrectly after three attempts,
they were informed that they were ineligible to participate in the study.

Exploratory Measures. At the end of each study, participants
were asked a series of exploratory questions. We provide a full list
of these exploratory questions and their exact wording in the online
supplemental material 2. In all studies, we asked participants about
their motivation to make accurate predictions: “How hard did you try
to make accurate predictions when making your own predictions
about the game outcomes?” (1= I did not try hard at all; 7= I
tried extremely hard).

In Studies 2–10, we also asked participants a series of additional
questions before this motivation question. First, we asked participants
how much confidence they had in the model’s/advisor’s best predic-
tions and in their own predictions: “How much confidence do you
have in the model’s/advisor’s best predictions?” (1= none; 5= a
lot), and “Howmuch confidence do you have in your own best predic-
tions?” (1= none; 5= a lot). Second, we asked participants to indicate
how far off they thought the model’s/advisor’s best guesses and their
own best guesses would be on average. For example, for those studies
that asked participants to make point predictions (Studies 2, 3, and 8–
10), we asked, “Considering the [number of games] games you were
just asked to predict … on average, how many points do you think
the model’s best guesses will be away from the true point totals?”
(dropdown list from “0” to “40 or more” in 1-point increments) and
“… on average, how many points do you think your best guesses
will be away from the true point totals?” (dropdown list from “0” to
“40 or more” in 1-point increments).2 Third, we also asked them to
indicate the percentage of games for which they thought the mod-
el’s/advisor’s best prediction would be better than their own: “In gene-
ral, for what percentage of games do you think the model’s/advisor’s

2 In Studies 4 and 5, these “distance” questions contained a typo, such that
they referred to “points” instead of “hits,” even though these studies elicited
hit predictions.
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best prediction would be better than your own?” (dropdown list from
“0%” to “100%” in 1% increments).
Sports Knowledge. At the end of each study, we presented par-

ticipants with a set of questions designed to assess their knowledge
about the sport they were predicting. In Studies 1–3 (NBA) and 4–7
(MLB), we asked participants to identify the teams of four different
players and to identify which teams had the best and worst records
at the time of the study. In Studies 8–10 (NFL), we asked participants,
for a series of eight different pairs of teams, which of the teams had
scored more points this season so far. Participants were asked to
answer these questions without looking up the answers. We used par-
ticipants’ answers to these questions to construct a variable indicating
howmuch participants knew about the sport they were predicting. We
present the results from analyses that include this sports knowledge
variable in the online supplemental material 3. In addition, in Study
10, we also asked participants to indicate how closely they followed
the National Football League (1= not at all closely; 7= extremely
closely) and to pick their favorite NFL team from the complete list
of teams.
Demographics. Each study ended by asking participants to

indicate their age in an open-ended textbox and their gender by
selecting from the options “Male”, “Female”, and “Prefer not to
disclose.”

Results

Was It Beneficial to Follow the Advice?

Before presenting the main analysis, we first wanted to establish that
it was in most cases wise for participants to follow the model’s/advi-
sor’s advice. To test whether the forecasts in our studies outperformed
participants’ predictions, we computed, for each participant, how far
the participant’s predictions were from the outcomes of the games
on average and how far the model’s/advisor’s predictions were from
the outcomes of the games on average. We then conducted t-tests to
compare the mean distance between participants’ own predictions
and the outcome and the mean distance between the model’s/advisor’s
predictions and the outcome. The results showed that the model/advi-
sor outperformed participants in every study/condition designed to pro-
duce good advice (i.e., in Studies 1–5 and 8–10, and the good advice
condition in Study 7; all ps, .001; see Table S1 in the online supple-
mental materials).3 That is, the model’s/advisor’s best guesses in these
studies were on average closer to the true outcomes than participants’
own guesses. Hence, it would have been better for participants to fol-
low the advice rather than rely on their own prediction.

Analysis Plan

Wepreregistered to analyze each study separately. In Studies 1–2 and
4–10, each participant contributed multiple observations to the dataset,
one for each game they predicted. In Study 3, participants only made
one choice for all games, and so each participant contributed only
one observation to the dataset. In Studies 1–3 and 8–9, we regressed
participants’ choice of the model (1= they chose the model; 0=
they did not choose the model) on the confidence-interval condition
(1= confidence interval; 0= no confidence interval). And in Study
10, we regressed the WOA measure on the confidence-interval condi-
tion (1= confidence interval; 0= no confidence interval). Except for
Study 3, all of these analyses included fixed effects for game and clus-
tered standard errors across participants.

Studies 4–7 each included an additional manipulation other than the
confidence-interval manipulation, and thus the regressions included an
additional factor. In Studies 4–6, we regressed participants’ choice of
the model/advisor (1= they chose the model/advisor; 0= they did not
choose the model/advisor) on (1) the confidence-interval condition
(+0.5= confidence interval; −0.5= no confidence interval), (2) the
training condition (+0.5= training; −0.5= no training), and (3)
their interaction. And in Study 7, we regressed participants’ choice
of the model (1= they chose the model; 0= they did not choose the
model) on (1) the confidence-interval condition (+0.5= confidence
interval;−0.5= no confidence interval), (2) the advice quality condi-
tion (+0.5= good advice;−0.5= random advice), and (3) their inter-
action. All analyses included fixed effects for game and clustered
standard errors across participants.

As preregistered, in Studies 7–9, we also dropped from the anal-
ysis those observations for which a participant’s own prediction was
identical to the model’s best guess; and in Study 10, in order to gen-
erate the weight-of-advice measure, we dropped both those observa-
tions for which a participant’s own prediction was identical to the
model’s best guess and those for which it differed by exactly one
point. (See superscript [b] in the note for Table 1 for more detail
about these exclusions.)

Main Analysis

Were participants less likely to follow advice that came with a con-
fidence interval? On the contrary, we found that participants were
somewhat more likely to follow advice that was accompanied by a
confidence interval. As shown in Table 3, this effect was directional
in nine out of ten studies, and statistically significant in five of those
nine. Overall, participants were about 3 percentage points more likely
to choose an advisor’s advice over their own when it was accompa-
nied by a confidence interval; moreover, in Study 10 we found that
providing confidence intervals around advisors’ estimates increased
theweight that participants gave to the advice by about 3–4 percentage
points. Although effects of this magnitude usually require very large
samples to detect (and, indeed, many of our studies were probably
somewhat underpowered to detect them), they are similar in magni-
tude to many well-touted effects in psychology and behavioral eco-
nomics, such as implementation intentions (e.g., Nickerson &
Rogers, 2010) and other “nudges” (e.g., Della Vigna & Linos, 2022).

Analysis of Training Information

In Studies 4–6, we manipulated whether or not we presented par-
ticipants with information about the model’s/advisor’s past perfor-
mance. In Study 4, participants were more likely to follow the
advice when they saw how the model had performed previously
(b= 0.091, SE= 0.019, t= 4.88, p, .001). Note that in this study,
we did not provide any information about howmany hits are typically
scored in MLB games, and hence participants may have used the

3 Participants were only able to outperform the model/advisor in studies in
which the advice was random, and thus of poor quality. This was the case in
Study 6 ( p, .001), in which we generated the advice on hit predictions by
randomly adding or subtracting a random number between 5 and 8 to or from
the good advice. And it was also the case in the random advice condition in
Study 7 ( p, .001), in which we generated the advice by randomly selecting
a number between 13 and 26 hits. See online supplemental material 1 for the
full results across all studies.
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information in the “training block” as a guidance for how many hits
are typically scored. In contrast, in Studies 5 and 6, we obtained a sig-
nificant main effect of this “training” condition in the opposite direc-
tion, such that participants were less likely to follow the advice when
they saw how the model/advisor had performed previously (b=−
0.051, SE= 0.016, t=−3.26, p= .001; and b=−0.041, SE=
0.015, t=−2.69, p= .007; Dietvorst et al., 2015). Importantly, the
interaction between the confidence-interval condition and the training
condition was not significant in any of these studies ( ps≥ .477), indi-
cating that the effect of the confidence-interval condition was not
moderated by whether or not information about the model’s/advisor’s
past performance was provided.4

Analysis of Advice Quality

In Study 7, wemanipulated the quality of advice that we presented
to participants. There was a significant main effect of the advice-
quality condition, such that participants were more likely to follow
the advice when it was good than when it was random (b= 0.081,
SE= 0.015, t= 5.43, p, .001). Thus, participants were sensibly
sensitive to the quality of the advice. Importantly, however, the inter-
action between the confidence-interval condition and the advice-
quality condition was not significant ( p= .965).

Discussion

Studies 1–10 found that participants were either directionally or
significantly more likely to choose a model’s/advisor’s best guess
over their own when they saw the best guess accompanied by a con-
fidence interval rather than when they saw only the best guess. Taken
together, these studies demonstrate that uncertain advice that
includes a confidence interval can indeed be more persuasive than
certain advice.
Studies 1–10 were all conducted in the domain of sports. In Study

11, we extended our investigation to a different prediction domain,
namely predictions about the death toll of COVID-19.

Study 11

Participants in Study 11 were asked to predict the number of con-
firmed deaths due to COVID-19 in the United States by a specified
future date. We conducted this study during the COVID-19 pan-
demic in July 2020.

Method

Participants

We conducted Study 11 using U.S. participants from MTurk.
Participants received $1 for completing the study, and they could
earn an additional $0.25 if their prediction was within 5% of the cor-
rect answer. We decided in advance to recruit 4,000 participants for
this study. The final data set included all participants who made a
final prediction but excluded thosewhomwe preregistered to exclude.
As preregistered, we excluded 733 participants with duplicate IP
addresses or Turk Prime IDs (regardless of whether or not they passed
the attention check that was embedded at the beginning of the study)
and 195 participants who were not allowed to continue with the study
because they failed the attention check at the beginning of the study.
As preregistered, we also excluded 107 participants whose initial or

final prediction was lower than the number of confirmed deaths due
to COVID-19 in the United States as of the day the study was run
(133,290), a number we told participants during the survey. This
left us with a final sample of 3,622 participants (average age= 39.0
years; 49.4% female; 49.8% male; 0.8% preferring not to disclose).

Design

In this study, we again manipulated between subjects whether or
not the model’s best guess was accompanied by a confidence interval.

Procedure

Participants were asked to predict the number of confirmed deaths
due to COVID-19 in the United States as reported at 7 p.m. Eastern
Time on August 1, 2020. We posted this study on July 10, 2020, and
we provided participants with the number of confirmed deaths due to
COVID-19 in the United States as of July 9, 2020 (133,290; accord-
ing to Johns Hopkins University and obtained from the website
Fivethirtyeight.com). The true answer for this prediction question
turned out to be 152,870.

Before making their prediction, participants first learned that they
would be asked to provide their prediction rounded to the nearest thou-
sands and without the last three digits (000). That is, we told them to
enter their prediction in a number entry box that displayed “,000” to
the right of it. We explained this to participants, and then we gave
them the number 133,290 (the number of deaths due to COVID-19
as of July 9, 2020) as an example. We asked them to enter the number
133,290 rounded to the nearest thousands in the number entry box that
displayed “,000” to the right of it. We specifically told them, “If you
wanted to enter the number ‘133,290’ rounded to the nearest thou-
sands, then you would enter the number ‘133’ below.” If participants
failed to enter the number correctly, they were asked to read the
instructions a second time and to try again. If participants failed to
enter the number correctly a second time, they were asked to read
the instructions a third time and to try again. If participants still entered
the number incorrectly after three attempts, they were allowed to con-
tinue with the survey. Our final sample included 38 participants who
entered the number incorrectly after three attempts.

Confidence-Interval Manipulation. Participants were asked
to make an initial prediction in the format described above. Then
they learned that they would next see the prediction that a statistical
model made and that they would have the chance to change their
own prediction after seeing the statistical model’s advice.Wemanip-
ulated whether or not the model’s best guess was accompanied by a
confidence interval in the sameway as we did in Studies 1–10. In the
no-confidence-interval condition, the model’s prediction was pre-
sented as a best guess only (e.g., “The statistical model’s best predic-
tion is that the number of confirmed deaths due to COVID-19 in the
United States will be 146,000.”). In the confidence-interval

4 In Study 5, we did not pre-register to exclude participants who finished
the survey after the start of the first game (4:05 p.m.; n= 132). Excluding
these participants did not alter the direction or significance of the
results: Participants were directionally but not significantly more likely to
follow the advice when it was accompanied by a confidence interval
(b= 0.013, SE= 0.016, t = 0.77, p= .440). And they were less likely
to follow the advice when they saw how the model had performed previously
(b=−0.054, SE= 0.016, t=−3.27, p= .001). The interaction was not sig-
nificant ( p= .342).
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condition, the model’s prediction was presented as a best guess with
a confidence interval (e.g., “According to the statistical model, there
is a 95% chance that the number of confirmed deaths due to
COVID-19 in the United States will be between 140,000 and
158,000. Its best prediction is that it will be 146,000.”).
We populated the model’s prediction in this study with model pre-

dictions from the website Fivethirtyeight.com. On the morning of the
day the study was run (July 10, 2020), the website offered predictions
from 16 different models, all providing a 95% confidence interval
around a best prediction. The models’ best predictions of what the
number of deaths would be on August 1, 2020 ranged from
141,000 (Model 1: Los Alamos) to 166,000 (Model 16: Columbia
University; see the online supplemental material 4 for a full list of
all model predictions). For stimulus sampling purposes (Wells &
Windschitl, 1999), we randomly assigned participants to see the pre-
diction from one of these 16 models. We account for this in our anal-
yses by including fixed effects for model.
Measuring Advice Following. After seeing the model’s advice,

participants were asked to make a final prediction. We told partici-
pants, “You now have a chance to change your prediction. Please
make your final prediction” (see Figure 2). Participants made their
final prediction by typing a number in a textbox rounded to the nearest
thousands and without the last three digits (,000), just like they did for
their initial prediction. We measured the extent to which participants
adjusted their initial prediction after seeing the model’s prediction
using the same weight-of-advice measure that we used in Study 10.
ExploratoryMeasures. After making their final prediction, par-

ticipants were asked a series of exploratory questions. The first three
measures were similar to the exploratory measures included in
Studies 2–10. We asked participants how confident they were in the
model’s best prediction, how confident they were in their own initial
prediction, and how hard they tried to make accurate predictions in
this study.5 In addition, for exploratory purposes, we asked partici-
pants, “If you had to vote for Biden or Trump in the elections this
fall, who would you vote for?” (5-point scale; 1= I would definitely
vote for Biden; 3= I don’t know; 5= I would definitely vote for
Trump). Finally, we also asked them about their position on wearing
masks, “Do you think people should be required to wear masks when
they go outside?” (Yes/No/I don’t know). Whether people are conser-
vative versus liberal may influence the uptake of the advice, and sowe
wanted to test whether this moderated our effect.

Demographics

At the end of the study, participants were asked to indicate their age
in an open-ended textbox and their gender by selecting from the
options “Male”, “Female”, and “Prefer not to disclose.”

Results

Analysis Plan

As preregistered, we excluded observations for which a participant’s
initial prediction was identical to the model’s best guess (71 partici-
pants, 2.0% of the sample) or within 1,000 deaths of the model’s
best guess (181 participants, 5.1% of the sample). We then winsorized
theWOAmeasure at−1 and 1, as in Study 10 (this affected 228 of the
remaining observations, 6.8% of the remaining sample). The final
analysis included data from 3,370 participants. We regressed the

WOA measure on the confidence-interval condition (1= confidence
interval; 0= no confidence interval), includingfixed effects formodel.

Main Analysis

We display the results of Study 11 in Table 3. Participants
were significantly more likely to follow the advice when it was
accompanied by a confidence interval than when it was not
(WOACI= 0.52 vs. WOANoCI= 0.48; b= 0.038, SE= 0.014, t=
2.78, p= .006).6,7,8

Discussion

In sum, the results from Study 11 suggest that providing partici-
pants with a confidence interval around a best guess can bemore per-
suasive than not providing the confidence interval, not just in the
domain of sports, but for other quantitative predictions as well.

Study 12

In Study 12, we asked participants to predict the preferences of
other survey responders, and we presented the advice as coming
from a human advisor rather than from a statistical model. Beyond
extending our investigation to yet another prediction domain, this

5 The question that asked participants how hard they had tried to make
accurate predictions contained a typo, as it accidently still referred to predict-
ing game outcomes (see Studies 1–10), “How hard did you try to make accu-
rate predictions when making your own predictions about the game
outcomes?”

6 Over the course of conducting our analysis, we noticed that despite the
comprehension check that we embedded at the beginning of the study a
few participants seemed to not have followed the instructions of entering
their prediction rounded to the nearest thousands, as their predictions were
very high (e.g., 1.1% of participants gave predictions greater than or equal
to one million deaths). To check whether our results hold when excluding
these outliers, we conducted additional analyses using different criteria to
exclude participants who made extreme predictions. Our effect remains qual-
itatively unchanged in any of the additional analyses we conducted
( ps≤ .005). First, we re-ran our main analysis excluding any participants
who made an initial or final prediction greater than or equal to one million
(1.4% of participants; b= 0.038, SE= 0.013, t= 2.86, p= .004). Second,
we also re-ran our main analysis excluding any participants who made an ini-
tial or final prediction that was more than 50% higher than the high bound of
the model to which that participant was assigned (7.4% of participants; b=
0.037, SE= 0.013, t= 2.81, p= .005). Third, in an attempt to correct for
wrong use of format, we re-ran our main analysis by replacing any prediction
greater than or equal to 1,000,000 by that prediction divided by 1,000 (1.1%
of each initial predictions and 0.9% of final predictions; b= 0.043, SE=
0.013, t= 3.18, p= .001).

7 As in Studies 1–10, the models’ best guesses significantly outperformed
participants’ predictions, and this was true regardless of how we dealt with
outliers. Thus, it was advantageous for participants to follow the model’s
advice.

8We also pre-registered to conduct an ancillary analysis examining
whether participants’ political affiliation moderated the effect of the
confidence-interval condition.We regressed theWOAmeasure on the advice
certainty condition (+0.5= confidence interval, -0.5 = no confidence inter-
val), the political affiliation measure (mean-centered), and their interaction,
including fixed effects for model. Participants were significantly more likely
to follow the advice when it was accompanied by a confidence interval than
when it was not (b= 0.038, SE = 0.013, t= 2.83, p = .005), and when they
leaned towards voting for Biden rather than Trump (b= 0.025, SE=
0.004, t = 5.85, p, .001; (Joslyn & LeClerc, 2016). The interaction between
the confidence interval condition and participants’ political affiliation was not
significant ( p= .553).
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study had two aims. First, we manipulated, between subjects,
whether the advice was accompanied by a 75% confidence interval,
a 95% confidence interval, or no confidence interval at all. This
allowed us to examine whether our prior results are robust to differ-
ent levels of confidence interval width. Second, before participants
made their decision about whether to follow the advice, we asked
them two exploratory questions that allowed us to examine whether
people are more likely to follow advice accompanied by confidence
intervals because of what it signals about the advisor’s prediction
and/or because of what it signals about their own prediction.

Method

Participants

We conducted Study 12 on Prolific. Participants received $1.75
for participation. In addition, participants could earn up to an addi-
tional $1.50 for accurate prediction performance. Specifically, par-
ticipants received $0.15, $0.10, or $0.05 for each prediction that
was within 1, 3, or 5 of the correct answer, respectively. We decided
in advance to recruit 2,000 participants for this study. The final data

set included all participants who made a final prediction but
excluded those whom we preregistered to exclude. As preregistered,
we excluded 49 participants whose IP address or Prolific ID
responded to the survey more than once. This left us with afinal sam-
ple of 1,959 participants (average age= 37.7 years; 48.6% female;
49.6% male; 1.7% nonbinary).

Design

Participants in this study were randomly assigned to one of three
between-subject conditions that differed with respect to the format in
which the advisor’s prediction was presented: No Confidence
Interval versus 75% Confidence Interval versus 95% Confidence
Interval. We explain the manipulations in detail below.

Procedure

Participants in this study estimated the preferences and behaviors of
100 people we surveyed previously. At the beginning of the survey,
participants first answered 10 questions about their own preferences
and behaviors, each of which involved a binary choice (e.g., “What

Figure 2
Prediction Question and Advice Wording in Study 11

Participants were randomly assigned to only see the model’s best guess (no-confidence-interval condition) or to see the best guess accompanied by a
confidence interval (confidence-interval condition). The model’s advicewas populated with advice frommodels provided on Fivethirtyeight.com, with
each participant being randomly assigned to one of 16 different models.
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are you more interested in: politics or sports?”). We asked participants
to provide their own preferences and behaviors to familiarize them
with the items for which we elicited predictions. The 10 questions
were presented to participants in a random order on the same screen.
Next, participants were asked to predict how many of 100 people

we surveyed previously had given a specific answer to each of those
same 10 questions. For example, participants were asked, “How
many of the 100 people we surveyed said that they prefer politics
to sports?” Table 4 displays all 10 questions that participants made
predictions about. We truthfully told participants that we had previ-
ously surveyed 100 people, and Table 4 displays the results of that
survey, and thus the true answers. Each of the 10 questions was pre-
sented one at a time and in a random order.
After making all 10 predictions, participants were told that in the

next part of the survey they would see the predictions that an advisor
made for each of the questions. We told participants that this advisor
previouslymade predictions for the same questions as they did, but we
did not provide them with any more information about the advisor.
We informed participants that they would be asked to indicate

which prediction they would like to submit as their official predic-
tion, the advisor’s prediction or their own prediction. On the follow-
ing screens, we presented the 10 questions again, one at a time and in
a random order. For each question, we presented participants with
the advisor’s prediction and we also reminded them of their own pre-
diction.Wemanipulated the format in which the advisor’s prediction
was presented.
Confidence-Interval Manipulation. Participants were ran-

domly assigned to one of three between-subject conditions: No
Confidence Interval versus 75% Confidence Interval versus 95%
Confidence Interval. In the no-confidence-interval condition, the
advisor’s prediction was presented as a best guess only (e.g., “The
advisor’s best guess was that 56 out of the 100 people surveyed
said that they prefer politics to sports.”). In the
75%-confidence-interval condition, we added a 75% confidence
interval to the best guess (e.g., “The advisor’s best guess was that
56 out of the 100 people surveyed said that they prefer politics to
sports. The advisor also said there is a 75% chance that the true
answer is between 50 and 62.”). And in the 95%-confidence-interval
condition, we added a 95% confidence interval to the best guess
(e.g., “The advisor’s best guess was that 56 out of the 100 people sur-
veyed said that they prefer politics to sports. The advisor also said
there is a 95% chance that the true answer is between 46 and
66.”). The wording of these conditions is also displayed in Figure 3.
For each of the 10 preference questions, we generated the advi-

sor’s best guess based on the true answers from a pilot study. In
order to make our stimuli more realistic, for each item, we randomly
assigned participants to one of five types of advisor best guess: exact
true answer, true answer minus 5, true answer plus 5, true answer
minus 11, and true answer plus 11. Thus, for a given item, the advi-
sor’s best guess was either 0, 5, or 11 away from the true answer. For
example, the true response for the number of previous participants
who prefer politics to sports was 56 out of 100, and so we randomly
assigned participants to a best guess of 56, 51, 61, 45, or 67.
We generated the confidence intervals around the best guesses

using margin of error calculations. Across items and depending on
the exact true answer, the 75% confidence interval encompassed a
distance of either 5 or 6 from the best guess, and the 95% confidence
interval encompassed a distance of between 7 and 10 from the best
guess. The online supplemental material 5 provides the best guesses

for all items along with the corresponding 75% and 95% confidence
intervals.

Mediator Measures. We displayed participants’ own predic-
tion immediately below the advisor’s advice. We then asked partic-
ipants to answer two questions about the advisor’s prediction and
their own prediction. Specifically, for each prediction question, we
asked participants to indicate how accurate they thought the advi-
sor’s prediction was for this question (1=Very inaccurate; 9=
Very accurate), and how accurate they thought their own prediction
was for this question (1=Very inaccurate; 9=Very accurate). We
included these questions as potential mediators in this study.

Advice Following

Below these questions and on the same page, we asked partici-
pants to indicate which prediction they would like to submit as
their official prediction. For example, for the item presented in
Figure 3, we asked, “Which prediction would you like to submit
as your official prediction–the advisor’s (56) or your own (48)?”
Participants indicated their choice by selecting one of the two
options. We measured advice following by calculating the percent-
age of observations for which participants chose the advisor’s best
guess over their own prediction.

Exploratory Measures and Demographics. At the end of
the survey, we asked participants to indicate how hard they tried
when making their predictions (1= I did not try hard at all; 7= I
tried extremely hard). Finally, participants were asked to indicate
their age by selecting an answer from a dropdown list and their
gender by selecting from the options “Male”, “Female”, and
“Nonbinary.”

Results

Analysis Plan

Each participant contributed 10 observations to the dataset, one for
each of the preferences/behaviors they predicted. As preregistered, we
dropped those observations for which a participant’s prediction was
identical to the advisor’s best guess (n= 307; 1.6% of observations).
First, we regressed participants’ choice of the advisor’s best guess
(1= they chose the advisor’s best guess, 0= they did not choose
the advisor’s best guess) on (1) the 75%-confidence-interval condition
and (2) the 95%-confidence-interval condition. This regression
allowed us to compare each of the two confidence-interval conditions

Table 4
Prediction Questions and True Answers in Study 12

Number of participants who …
True answer
(out of 100)

… prefer peanut butter cookies to chocolate chip cookies 26
… drink at least 10 cups of coffee in a week 30
… prefer having a cat to having a dog 39
… own an iPad 41
… prefer vanilla ice cream to chocolate ice cream 44
… have posted a video on YouTube 53
… prefer Spring to Summer 56
… prefer politics to sports 56
… have traveled outside the United States 71
… have a Twitter account 74
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to the no-confidence-interval condition. Second, we regressed partic-
ipants’ choice of the advisor’s best guess (1= they chose the advi-
sor’s best guess, 0= they did not choose the advisor’s best guess)
on (1) the 75%-confidence-interval condition, and (2) the
no-confidence-interval condition. This regression allowed us to com-
pare the two confidence-interval conditions to each other. In each of
these regressions, we included fixed effects for item and for the dis-
tance of the advisor’s prediction from the true answer (0, 5, or 11),
and we clustered standard errors by participant.

Main Analysis

Participants were significantly more likely to choose the advisor’s
prediction over their own when it was accompanied by a 75% con-
fidence interval (M= 40.6%; b= 0.058, SE= 0.014, t= 4.23,
p, .001) and when it was accompanied by a 95% confidence inter-
val (M= 40.8%; b= 0.060, SE= 0.014, t= 4.32, p, .001) than
when no confidence interval was presented (M= 34.8%; see the bot-
tom row of Table 3). The two confidence-interval conditions did not
significantly differ from each other (b= 0.002, SE= 0.014, t=
0.14, p= .891).
Perceived Accuracy of the Advisor’s and One’s Own

Predictions. Despite the fact that the advisor provided identical
best predictions across all three conditions, exploratory analyses
revealed that participants rated the advisor’s predictions as signifi-
cantly more accurate when either a 75% confidence interval (M=
5.67, SD= 1.85; b= 0.298, SE= 0.058, t= 5.11, p, .001) or a

95% confidence interval (M= 5.77, SD= 1.92; b= 0.407, SE=
0.060, t= 6.79, p, .001) was presented around the advisor’s best
prediction compared to when no confidence interval was presented
(M= 5.37, SD= 1.93). The two confidence-interval conditions
did not significantly differ from each other (b= 0.109, SE=
0.060, t= 1.83, p= .068), though there was a slight tendency to
judge the advice accompanied by a (wider) 95% confidence interval
as more accurate than the advice accompanied by a (narrower) 75%
confidence interval.

Participants’ perceptions of the accuracy of their own predictions
were unaffected by whether or not the advisor’s best prediction was
accompanied by a confidence interval (MNoCI= 5.74, SD= 1.61 vs.
M75%CI= 5.69, SD= 1.67 vs. M95%CI= 5.71, SD= 1.79; all
ps≥ .361). Thus, the presence of a confidence interval altered partic-
ipants’ perceptions of the advisor’s performance, but not of their
own performance.

Mediation Analysis

We next tested whether participants’ perceptions of the advisor’s
performance mediated the effect of the confidence interval on partic-
ipants’ choice. For this mediation analysis, which was not preregis-
tered, we collapsed the two confidence interval conditions into one
condition. We found that the effect of confidence-interval condition
on whether participants chose to follow the advisor’s advice was sig-
nificantly lower when participants’ judgments about the advisor’s
performance were included in the model (b= 0.021, SE= 0.010,

Figure 3
Advice Wording for one of the Items in Study 12 Across the Three Conditions

Participants were randomly assigned to only see the advisor’s best guess (no-confidence-interval condi-
tion) or to see the best guess accompanied by either a 75% or a 95% confidence interval
(75%-confidence-interval condition and 95%-confidence-interval condition). In addition, for each
item, we randomly assigned participants to one of five types of advisor best guess: exact true answer,
true answer minus 5, true answer plus 5, true answer minus 11, and true answer plus 11. That is, the
advisor’s best guess was either 0, 5, or 11 away from the true answer. In the screenshot above, the advi-
sor’s best guess reflects the exact true answer for this question.
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t= 2.04, p= .042) compared to when they were not (b= 0.059,
SE= 0.012, t= 4.95, p, .001, 95% bootstrapped confidence inter-
val for the difference= [0.028, 0.051]).9

Thus, these exploratory and correlational analyses suggest that
participants may have been more likely to follow advice accompa-
nied by confidence intervals in part because they believed that
advice to have been more accurate.

General Discussion

In 11 out of 12 studies, we found that people were either direction-
ally or significantly more likely to follow numeric advice when this
advice was accompanied by a confidence interval around a best
guess. All studies were incentivized, and the results were robust to dif-
ferent measures of advice following, including asking participants to
make one-at-a-time choices between their own prediction and an advi-
sor’s best guess, asking them to make a choice once for all the predic-
tions they made, or measuring the extent to which they adjusted their
own prediction in the direction of an advisor’s best guess. Our results
seem not to depend on whether the width of the confidence interval is
75% or 95% (Study 12), whether the quality of the advice is good or
random (Study 7), or on whether people have information on how the
model previously performed (Studies 4–6). Taken together, our
results suggest that numerical advice may be more persuasive when
it is accompanied by a confidence interval.
Of course, these findings raise the question of why people are

more likely to follow advice that is accompanied by a confidence
interval. Our data do not allow us to examine all possible mecha-
nisms, but we were able to conduct some exploratory analyses that
examine a few possibilities.
First, of the exploratory variables that we analyzed, confidence in

themodel/advisor was the only one that was somewhat reliably influ-
enced by our manipulation (see the online supplemental material 2).
Specifically, we often found that providing a confidence interval
increased confidence in the model/advisor. On the one hand, this
effect was significant in only five of the eleven studies. Moreover,
because it was assessed after the advice-taking measures, it could
be a consequence rather than a cause of this effect. On the other
hand, in Study 12, we found that participants believed that advice
was more accurate when it was accompanied by a confidence inter-
val, and that these beliefs mediated the effect of confidence-interval
presentation on advice following. In total, the balance of evidence
suggests that people are more likely to follow advice accompanied
by confidence intervals in part because they are more confident in
or trusting of that advice.
Why would people be more trusting of advice accompanied

by a confidence interval? In all of our studies, participants were
asked to forecast events that were inherently uncertain, including
future sporting events, the future trajectory of the COVID-19 pan-
demic, and the preferences of other survey responders. When
receiving advice about uncertain events, advisees may recognize
that the events are indeed uncertain and may deem forecasts that
incorporate that uncertainty to be more credible (Budescu &
Wallsten, 1995; Du et al., 2011). Consistent with this, prior
research has revealed that providing uncertainty in the form of a
range or confidence interval can lead people to perceive an advi-
sor’s forecasts to be more accurate, credible, and trustworthy
(e.g., Du et al., 2011; Gaertig & Simmons, 2018; Joslyn &
LeClerc, 2012, 2016).

Indeed, the fact that in Study 12 the width of the confidence inter-
val (75% or 95%) did not influence participants’ uptake of the uncer-
tain advice suggests that perhaps what people value most about
(reasonably sized) confidence intervals is the signal that the advisor
is intelligently incorporating uncertainty; how much of that uncer-
tainty the advisor communicates may be less important, at least
when the confidence intervals are not so narrow or wide as to be
uninformative.

But the effect of confidence intervals on people’s perceptions of
the advisor’s/advice’s credibility may not be the only mechanism
at play here. Another possibility is that confidence intervals may
increase advice following by allowing people to recognize that
their own judgment is so far from the truth that it should be revised.
For example, those who see that their judgment is outside of a 75%
or 95% confidence interval may bemore likely to recognize that their
judgment is likely to be errant, thereby making them more receptive
to an advisor’s advice.

In Studies 1–12, participants first made their own prediction and
then received advice. Prior research has found that the extent to
which people take advice depends on the distance between their
own estimate and the advice (Schultze et al., 2015). In our studies,
we not only showed participants the advisor’s best guess, but we
also manipulated the presence or absence of a confidence interval
around the advice. Participants in the confidence-interval condition
were therefore able to observe whether their own prediction was
within the confidence interval. If people are more likely to follow
advice that is accompanied by a confidence interval precisely
because this form of advice allows them to better appreciate when
their own judgment is likely to be very off the mark, then our effect
should be strongest among those whose initial judgments were out-
side of the confidence interval.

Table 5 shows the results of Studies 1, 2, and 4–12 split up by
whether participants’ initial prediction was within or outside of the
confidence interval. These exploratory analyses include all studies
except for Study 3, for which this analysis was impossible because
participants made one choice for all games. Note that in the
no-confidence-interval condition, participants never saw the advi-
sor’s confidence interval, and so our data split is based on the con-
fidence interval that participants in the confidence-interval condition
saw. Study 12 included two different confidence-interval conditions
(75% and 95%), and we conducted separate analyses for each of
those.

As can be seen in Table 5, in all but two studies (Studies 11 and
12) the majority of participants’ initial predictions were within the
confidence interval (between 70.4% and 94.6% of observations in
Studies 1–10 versus between 19.5% and 30.9% of observations in
Studies 11 and 12).

The top half of Table 5 shows that when participants’ initial predic-
tions were within the confidence interval, participants in seven of the
eleven studies were still directionally more likely to follow the advice
that was accompanied by a confidence interval, and this effect was sig-
nificant in two of these seven studies. Interestingly, however, the effect of
the confidence-interval condition on advice following seems to be more

9 These analyses clustered standard errors by participant, and included
fixed effects for item and for the absolute difference between the advice
and the truth. The 95% bootstrapped confidence interval was based on
1,000 re-samples.
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pronounced for participants whose initial predictions were outside of the
confidence interval, with eight of the eleven studies yielding a significant
effect of the confidence-interval condition (see Table 5 bottom
half). This suggests that providing a confidence interval may be more
effective for thosewhose initial predictions are far enough from the advi-
sor’s best guess so as to be outside of the confidence interval. These,
of course, are the people who would most benefit from following
good advice.

Limitations and Future Directions

Our research leaves many interesting and important questions
unanswered. First, in all of our studies, we focus on presenting con-
fidence intervals in numeric terms. Of course, one can express uncer-
tainty in many different ways. For example, uncertainty can also be
expressed in verbal terms (e.g., “this outcome is likely”) and people
often use verbal probabilities differently than numeric probabilities

Table 5
Results for Studies 1, 2, and 4–12 for Observations for Which Participants’ Initial Predictions Were Inside or Outside of the Confidence
Interval

Participants’ initial predictions were inside the confidence interval

Study
Final
study n

Percent of
observations Domain

Measure of
advice following

No confidence
interval

Confidence
interval

Main effect of confidence interval
(vs. no confidence interval)

1 381 92.4%
NBA

Percent of time participant chose
the model’s best guess over their

own prediction

30.8% 34.3% b= 0.035, SE= 0.031, t= 1.10, p= .270

2 377 94.6% 18.6% 24.1% b= 0.056, SE= 0.026, t= 2.17, p= .030

4 1,076 80.2%

MLB
Percent of time participant chose
the model’s/advisor’s best guess

over their own prediction

43.2% 41.8% b=−0.016, SE= 0.019, t=−0.84, p= .401

5 1,222 93.1% 37.6% 37.2% b=−0.004, SE= 0.016, t=−0.26, p= .796

6 1,233 75.4% 26.2% 28.0% b= 0.018, SE= 0.014, t= 1.25, p= .210

7 1,205 81.9% 28.1% 28.8% b= 0.005, SE= 0.015, t= 0.36, p= .722

8 1,156 70.4%

NFL

Percent of time participant chose
the model’s best guess over their

own prediction

26.0% 27.5% b= 0.015, SE= 0.018, t= 0.84, p= .402

9 3,842 79.9% 23.6% 26.5% b= 0.029, SE= 0.009, t= 3.20, p= .001

10 1,166 80.7% Weight of advice for each game 0.24 0.26 b= 0.021, SE= 0.015, t= 1.37, p= .172

11 3,622 23.6% COVID-19 Weight of advice 0.43 0.37 b=−0.062, SE= 0.026, t=−2.33, p= .020

12 1,959
19.5%

Preferences
Percent of time participant chose
the advisor’s best guess over their

own prediction

25.4% 23.4% b=−0.019, SE= 0.021, t=−0.93, p= .352

30.9% 31.7% 28.2% b=−0.035, SE= 0.019, t=−1.82, p= .069

Participants’ initial predictions were outside of the confidence interval

Study
Final
study n

Percent of
observations Domain

Measure of
advice following

No confidence
interval

Confidence
interval

Main effect of confidence interval
(vs. no confidence interval)

1 381 7.6%
NBA

Percent of time participant chose
the model’s best guess over their

own prediction

49.6% 48.8% b=−0.002, SE= 0.089, t=−0.02, p= .984

2 377 5.4% 20.8% 41.9% b= 0.213, SE= 0.074, t= 2.88, p= .005

4 1,076 19.8%

MLB
Percent of time participant chose
the model’s/advisor’s best guess

over their own prediction

79.1% 82.9% b= 0.025, SE= 0.026, t= 0.94, p= .345

5 1,222 6.9% 69.8% 81.2% b= 0.118, SE= 0.038, t= 3.13, p= .002

6 1,233 24.6% 45.8% 58.8% b= 0.129, SE= 0.026, t= 4.96, p, .001

7 1,205 18.1% 39.4% 48.2% b= 0.128, SE= 0.034, t= 3.76, p, .001

8 1,156 29.6%

NFL

Percent of time participant chose
the model’s best guess over their

own prediction

57.8% 66.2% b= 0.084, SE= 0.027, t= 3.06, p= .002

9 3,842 20.1% 56.2% 60.5% b= 0.043, SE= 0.018, t= 2.35, p= .019

10 1,166 19.3% Weight of advice for each game 0.53 0.57 b= 0.050, SE= 0.031, t= 1.57, p= .116

11 3,622 76.4% COVID-19 Weight of advice 0.49 0.56 b= 0.072, SE= 0.015, t= 4.66, p, .001

12 1,959
80.5%

Preferences
Percent of time participant chose
the advisor’s best guess over their

own prediction

37.1% 44.8% b= 0.077, SE= 0.015, t= 5.13, p, .001

69.1% 36.3% 46.3% b= 0.100, SE= 0.016, t= 6.29, p, .001

Note. Within the confidence-interval column, boldface indicates that participants were significantly more likely to follow the advice when it included a
confidence interval ( p, .05), and italics indicates that participants were significantly more likely to follow the advice when it did not include a confidence
interval ( p, .05). Study 3 is not included in this table, since participants made only one choice for all games in this study. For Study 12, the first row
shows the results for the 75%-confidence-interval condition and the second row shows the results for the 95%-confidence-interval condition. NBA=
National Basketball Association; MLB=Major League Baseball; NFL=National Football League.
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(e.g., Mislavsky & Gaertig, 2022; Windschitl & Weber, 1999; for a
recent review see Dhami & Mandel, 2022). Future work could help
us more fully understand how different expressions of uncertainty
affect people’s tendency to follow an advisor’s advice.
Second, participants in our studies did not receive any feedback as

towhether or not their forecasts were correct. It is unclear whether pro-
viding such feedback would increase or decrease participants’ trust of
advisors who provide calibrated confidence intervals. On the one
hand, seeing that the confidence intervals are calibrated may increase
trust (Tenney et al., 2007). On the other hand, witnessing the cases in
which the true answer lies outside of the confidence interval may
decrease trust, especially when confidence intervals are narrower
(e.g., 75% rather than 95%) and thus those instances are more com-
mon. The fact that we did not observe different results when partici-
pants saw how advisors (and their confidence intervals) had
previously performed suggests that this may not happen. But the
results could be different when participants receive feedback after
they themselves have followed or rejected the advice.
Third, although our work, together with other recent research,

demonstrates an appreciation of uncertainty across different inher-
ently uncertain domains, such as sports (Gaertig & Simmons,
2018), weather (Joslyn & LeClerc, 2012, 2016), and financial fore-
casting (Du et al., 2011), many other domains exist in which people
face inherently uncertain outcomes. In some of those domains, peo-
ple may be more averse to uncertain information. For example, when
facing medical decisions, people may be less likely to tolerate uncer-
tainty and may prefer experts who add clear recommendations to
their forecast (Kassirer et al., 2020).
Finally, all of our research was conducted using online samples of

participants based in the United States. Although U.S.-based online
samples are much more representative than U.S.-based college sam-
ples, they obviously do not capture the psychology of people from
vastly different countries or cultures. Indeed, it is possible that peo-
ple’s tolerance of or preferences for uncertainty differ across coun-
tries or cultures, and that our results do not generalize to every
country or culture. We look forward to future research investigating
how these findings generalize to other populations.

Conclusion

In our research, we find that people are more likely than not to fol-
low numerical advice that is accompanied by a confidence interval.
Alongside other recently published findings (e.g., Du et al., 2011;
Gaertig & Simmons, 2018; Gustafson & Rice, 2019; Joslyn &
LeClerc, 2012, 2016), these results suggest that uncertain informa-
tion is not inherently distasteful. Indeed, rather than merely tolerat-
ing uncertainty, most people may actually prefer to heed the
advice of those who accurately communicate it.
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