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Abstract—We develop a methodology to predict box office performance of a movie at the point of green-lighting, when only its script

and estimated production budget are available. We extract three levels of textual features (genre and content, semantics, and bag-of-

words) from scripts using screenwriting domain knowledge, human input, and natural language processing techniques. These textual

variables define a distance metric across scripts, which is then used as an input for a kernel-based approach to assess box office

performance. We show that our proposed methodology predicts box office revenues more accurately (29 percent lower mean squared

error (MSE)) compared to benchmark methods.

Index Terms—Entertainment industry, green-lighting, movie production, text mining, kernel approach
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1 INTRODUCTION

WHEN deciding which scripts to turn into movies (i.e.,
“green-lighting”), movie studios and film makers

need to assess the box performance of a movie based only
on its script and allocated production budget [10]. Such
assessments are extremely challenging, as most post-pro-
duction drivers of box office performance (e.g., actor,
actress, director, MPAA rating) are unknown at the point
of green-lighting, when financial commitments have to be
made. Usually, movie producers rely on a “comps”-based
approach to assess the box office potential of a new script.
Specifically, they identify around five to ten past movies
that are “similar” to the focal script, and use the box
office performance of those movies as benchmarks for the
revenue potential of the focal script. While most movie
experts believe that a movie’s story line is highly predic-
tive of its ultimate financial performance [3], [11], [12],
[14], [27], it is unclear how “similarity” between movies
scripts should be measured. For instance, should one
focus on the overall theme, the actual words/language
used, or the structure of the scenes and dialogues?

Our goal is to answer the above questions and in turn
develop a decision aid that helps studios make green-light-
ing decisions. Towards that end, we develop a methodol-
ogy, based on text mining and the kernel approach, that
identifies the “comps” of a new script based on its content
and textual features, and hence assesses its revenue poten-
tial. Guided by domain knowledge from screenwriting and
techniques from natural language processing [24], we
extract the following textual features from a script, ordered

from “higher-level” concepts to “lower-level” features:
(i) genre (e.g., action, thriller, comedy), (ii) content of the
story line (e.g., whether there is a surprising ending),
(iii) semantic features of the script (e.g., number of scenes,
length of the dialogues), and (iv) the actual set of words that
are used in the script (e.g., prevalence of vulgar language).
We extract the low-level features (semantics features and
the actual words used) by machine, while the high-level
concepts (genre and content variables) are determined by
human readers.

We then define a “distance metric” between scripts based
on their textual features. Because some textual features may
be more important than others for the purpose of defining
“comps”, we allow for unequal “feature weights” for each
textual variable in the distance metric. Building upon the
previous literature [30], we estimate the feature weights
using cross-validation in conjunction with regularization.
Given the distance metric with estimated feature weights,
we use a kernel-based approach [13] to assess the box office
performance for new scripts.

Applying our proposed method to a database of
300 movie shooting scripts, we find that the proposed
method outperforms several benchmark methods in pre-
dicting box office performance. Through a hypothetical
portfolio selection scenario, we demonstrate the potential
economic significance of our approach by showing that
our method generates portfolio returns that are signifi-
cantly higher than portfolios selected by a comps-based
approach that mimics the current industrial practice.
These results, albeit preliminary in nature due to several
limitations of our data set (discussed in Section 2.4), sug-
gest that the proposed methodology is promising and
worthwhile of further testing.

The contribution of our research is threefold. First, to the
best of our knowledge, this paper is the first that collects
and analyzes actual movie scripts (about 120-pages each).
This is a major step forward compared to previous research
that studies only “spoilers” (1-page storyline summaries
written by viewers after they watch the movie) [8], or other
post-production information to predict box office perfor-
mance [9], and thus much closer to the actual set of
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information that film producers have at the point of green-
lighting. Second, we show that the kernel approach outper-
forms both regression and tree-based methods [6], [8] in
the context of assessing box office performance. Third, the
estimated “feature weights” provide some insights about
which textual features require particular attention when
identifying useful “comps” for a new script.

The remainder of this paper is organized as follows.
Section 2 provides an overview of the script data set,
describes how we extract textual information from
scripts, and discusses several key limitations of our data
set. Section 3 describes the kernel-based approach and
discusses how we estimate the “feature weights”. In Sec-
tion 4, we compare our method with other benchmark
methods and present a hypothetical portfolios selection
scenario. Finally, Section 5 concludes with directions for
future research.

2 EXTRACTING TEXTUAL FEATURES FROM MOVIE

SCRIPTS

Our data set is comprised of 300 movies released between
1995 and 2010, whose shooting scripts are available online.
While the script has widely been viewed as a key determi-
nant of how consumers will react to a movie and hence a
key driver of box office performance [3], [11], [12], [14], [27],
no prior academic research has ever collected and analyzed
actual scripts. This lack of attention by academics may be
due to the amount of efforts entailed in compiling an ade-
quate data set, as discussed in Sections 2.1, 2.2, 2.3 below.
For each script, we record the US box office revenue and
production budget from the Internet Movie Database
(IMDB) (www.imdb.com) and the Box Office Mojo database
(www.boxofficemojo.com).

2.1 Genre and Content Variables

The highest level of textual information in movie content
can be summarized by its genre and “content” variables.
The genre of a script summarizes the overall theme of a
movie and helps identify its target audience. At a more
detailed level, the “content” variables measure various
aspects of the story line of a script: e.g., what is the premise
of the story line? Is the setting familiar to most viewers? Is
the ending of the story logical/surprising?

We asked two independent readers trained in film stud-
ies to read each script and answer a questionnaire about the
genre and the story line, as shown in Table 1.1 We consider
eight possible genres (note that the genre categories are not
mutually exclusive). Having categorized a script into one or
more genre(s), readers then answer a set of 24 “content”
questions about the storyline for each script (as shown in
Table 1), developed by [8] in their analysis of movie story
lines. These questions are simple “yes or no” questions that
have been identified by screenwriting experts as important
aspects of movie scripts [3], [11], [12], [14], [27], thus provid-
ing an informative set of textual features. We average the
two readers’ (0/1) responses for each question.

While we acknowledge that the above procedure is
necessarily subjective as it involves human input, there
is no feasible alternative available as computers obvi-
ously cannot yet understand scripts. To explore the
extent of subjectivity, we study the inter-rater agreement
between the two readers. Across genre and content ques-
tions, both readers give the same answer (yes/no)
around 83 percent of the time, suggesting reasonable
degree of agreement.

2.2 Semantic Variables

The second layer of textual information captures the
structure by which a movie script is written, and provides
a “preview” of how the final movie will look like. As
shown in Fig. 1, a script is organized into interior/exte-
rior scenes, and each scene is comprised of dialogues spo-
ken by the different characters. At the scene level, we
obtain an estimate of the total number of scenes in the
movie, and how often the characters interact in interior or
exterior space [3]. At the dialogue level, the script carries
information about the manner by which characters com-
municate with each other: whether they tend to give long
prose or short dialogues, and how evenly these dialogues
are distributed among the characters. Most movie experts
agree dialogues affect viewers’ enjoyment [3], [11], [12],
[14]. To capture the aforementioned semantic informa-
tion, we focus on scene variables (i and ii) and dialogue
variables (iii)-(v) below.

i) Total number of scenes (NSCENE).
ii) Percentage of interior scenes (INTPREC).
iii) Total number of dialogues (NDIAG).
iv) Average length of dialogues (AVGDIAGLEN).
v) The “concentration index” of dialogues (DIAGCONC).
We use the Herfindahl-Hirschman (HH) index [16]

to compute the concentration index of dialogues
(DIAGCONC), defined as DIAGCONC ¼ P

i s
2
i , where si

denote the share of the dialogues by character i. The HH
index may take value between 0 and 1, with higher HH
index indicating that the dialogues are more concentrated
to a few characters. In our data set, the HH index ranges
from 0.04 to 0.41.

2.3 Bag-of-Words Variables

The third layer of textual information comes from the actual
words used in the script, captured using a “bag-of-words”
representation that is commonly used in natural language
processing applications [24]. Bag-of-words representation
has been applied to business applications such as document
retrieval [4], text classification [23] and automated text con-
tent analysis [17].

Words used in a script and their usage frequencies are
the building blocks of a story line. In particular, the frequen-
cies of key terms (e.g., the use of vulgar words) can set the
overall tone, language, theme, and sentiment of the movie,
beyond that captured by genre and content variables. We
extract bag-of-words information as follows. First, we elimi-
nate all punctuations, a standard list of English names, and
“stop words” (e.g., a, an, is, am, are, this, that, him, her)
[24]. Next, we use a “stemming” algorithm [32] to reduce
each word to its simplest form (e.g., “going” is reduced to

1. Given more resources, studios should employ more readers to
minimize potential subjectivity.
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“go”). We then tabulate all the unique stemmed words that
occur in one or more documents to produce a word-docu-
ment matrix.

Even after stemming and eliminating stop words, the
resulting word-document matrix still has very high
dimension, as more than 25,000 unique words have
appeared in one or more scripts. Thus, following [8] we
compute an “importance index” for each word, defined as
follows:

Ii ¼ 1� di
D

� �
�Ni; (1)

where di denotes the number of scripts containing the ith
word, D denotes the total number of scripts, and Ni is the
total frequency of occurrence of the ith word across all
scripts. The importance index defined here is similar to TF-
IDF weights [24], where words that occur frequently but in

TABLE 1
Summary Description of Genre and Content Variables Extracted from Each Script
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fewer documents are assumed to be more important.2 We
keep only the top 100 most “important” words. 3 Finally, we
perform latent semantic analysis (LSA) [7] to further reduce
the dimensionality of the word-document matrix. Based on
singular-value decomposition (SVD) [7], [21], LSA allows us
to index each script by a set of “scores”. Because the singu-
lar values shows an “elbow” at the two singular-value solu-
tion [18], we retain two latent semantic scores for each
script, labeled as LS1 and LS2, and use them as textual fea-
tures for further analyses.

Although researchers typically do not assign meaning to
the latent dimensions identified by LSA and only use them
as predictors [7], we conduct additional exploratory analy-
ses to gain some intuitions about what LS1 and LS2 may
represent, which may shed some light on how they are
related to segment interest. Towards that end, we study the
singular vectors corresponding to LS1 and LS2 to see which
words load heavily onto each vector; the list of words are
shown in Appendix I, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TKDE.2014.2306681. We speculate that LS1 is
related to a particular setting (with words such as “robot”,

“sheriff”, “pilot”, “platform”, “sword”, “chief”, “evil”,
“vampire”, “tank”), while LS2 appears to be related to the
style of languages in the dialogues (e.g., “fxxx”, “yeah”,
“shit”, “dude”, “gonna”). Higher value of LS2 indicates
more prevalent use of vulgarity, which has obvious implica-
tions for the segment of audience that the movie attracts; for
example, a movie with too much vulgarity will likely be
given an “R” rating by the MPAA, which in turn excludes
children and teens from the potential audience.

2.4 Summary and Potential Data Limitations

Summary statistics of each variable in our data set are
shown in Table 2. All textual variables and the (log-) pro-
duction budget are then standardized [13], and used as pre-
dictors in a kernel-based approach (described in Section 3)
to forecast box office performance.

At this point, we would like to point out three important
caveats of our data set. First, our data set is comprised of
only scripts that are actually produced into movies.
Depending on how our method is applied, we may face the
problem of sample selection bias (Heckman 1979), if scripts
that are produced are systematically different from those
that are not. Due to this limitation, it is most appropriate to
use the proposed methodology as a decision aid during the
final stages of green-lighting, where movie makers may
seek additional input to help decide whether or not to
green-light a script that is perceived to be “at the margin”.
In that setting, the sample selection bias is likely to be mini-
mal because, ex ante, the decision of whether or not to pro-
duce the script could have gone either way. In contrast, the

Fig. 1. Semantic structure of a script.

2. In the TF-IDF specification, the term
�
1� di

D

�
in Eq. (1) is replaced

by log D
di

� �
, both of which are decreasing functions of di. We use the

specification in Eq. (1) to maintain consistency with the previous litera-

ture [8].
3. The results remain substantially unchanged if we retain 500 words

instead of 100 words; the MSEs for Kernel-I and Kernel-II methods
change by less than 5 percent.
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proposed method should not be used as an initial screening
tool, as the characteristics of the scripts at the initial screen-
ing stage can be very different from those that are ultimately
made into the movies, and as a result the sample selection
problem is likely to be very significant.

Second, the scripts that we collected are “shooting
scripts”, i.e., scripts that are used in actual production of
the movie. However, a script may have evolved over time
from the point of green-lighting to actual production, and
as a result our analysis here may not truly reflect the pre-
dictive performance of our method at the point of green-
lighting. The same caveat applies to the production bud-
get as well.

Finally, we note that our sample size of 300 scripts is
smaller than the sample size typically used in machine
learning studies, albeit comparable to previous research
that studies movie spoilers (e.g., [8] looks at 281 spoilers).
As can be expected, it takes a lot of time and effort to read
every script and answer the genre and content questions
(see Section 2.1); the current sample of 300 scripts have
already taken more than two years to collect. Due to the
small sample size, our results should be viewed as prelimi-
nary in nature.

With the aforementioned caveats in mind, we now dis-
cuss the kernel-based approach to forecast box office perfor-
mance using textual features of movie scripts.

3 A KERNEL-BASED APPROACH TO FORECAST

BOX OFFICE PERFORMANCE

The kernel-based method utilizes a distance metric to
determine the “similarity” between a new observation
and each observation in the training database [13]. As
such, the kernel-based approach is free of functional form
assumptions (unlike regression or tree-based methods),
thus allowing it to flexibly capture the complex relation-
ship between the textual features of a script and box office
performance. Therefore, we feel that a kernel-based
approach is especially appropriate for the purpose of
green-lighting movie scripts, where the “correct” relation-
ship between textual variables in a script and box office
revenue is impossible to specify a priori.

Another practical advantage of the kernel-based
approach is that it directly parallels the current green-
lighting approach that studios utilize, as the “comps”-
based approach is a special case of a kernel-based method.
Thus, our approach directly speaks to the intuitions of
studio managers, who are already comfortable with the
process of obtaining “comparables” before making predic-
tions about box office revenue. As a result, it is straight-
forward to communicate our results to studio managers, a
key advantage that has important implications for actual
implementation [9], as it ensures that the output of our
decision support system is “business friendly” and can be
seamlessly communicated to decision makers [5].

3.1 The Kernel-Based Approach

We use the following notations. Scripts in the training sam-
ple are indexed by i ¼ 1; . . . ; N . Each script is comprised of
J distinct “features,” (shown in Table 2) and is denoted as
~xi ¼ fxijgj¼1;...J , along with a “response” variable yi. We
define the response variable ðyiÞ for each movie by its
(transformed) return of investment (ROI). Specifically:

yi ¼ log BOX OFFICEi=BUDGETið Þ: (2)

.
Later, we use a kernel-based approach to predict yi for a

new movie, then transform it to a prediction of box office
revenue ðPredicted Box Officei ¼ Budgeti e

yið ÞÞ.We specify
(transformed) ROI as the response variable in the kernel-
based method because such specification confers several
statistical advantages. First, the distribution of yi is much
closer to normality than box office revenues, which has a

TABLE 2
Summary Statistics of All Variables (Before Standardization)
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heavy right tail [34]. Although normality of the response
variable is not a formal requirement for kernel-based meth-
ods [29], researchers have found that it is often advisable to
pre-process observed responses to make the empirical dis-
tribution more “bell-shaped”, and in particular, taking a
log-transform to reduce a heavy right tail [6]. Second, the
definition of yi already incorporates the (linear) effect of
log- production budget as an “offset” variable [25]. This
allows the kernel-based approach to partial out most of the
effect of production budget, and focus on capturing the
remaining variations driven by the textual variables. Third,
empirically we find that our specification of yi in Eq. (2)
yields better predictive results compared to using box office
revenue as the response variable.

As discussed in Section 2, the features we consider here
are the textual variables extracted from each script along
with its production budget. The distance metric between
two observations is defined, based on (weighted) Euclidean
distance, as follows: 4

dð~xi;~xlÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXJ
j¼1

v2j ðxij � xljÞ2
vuut ; (3)

where~v ¼ fvjgj¼1;...J is a vector of “feature weights”. A pre-
dictor variable that has a larger value of vj is considered
more important when defining how similar two observa-
tions are.

Given Eq. (3), the kernel-based method makes prediction
for a new observation as follows. Index the new observation
by i�, with a vector of features ~xi�; the goal is to predict the
response variable yi�. First, using Eq. (3), we compute all the
pairwise distances dð~xi�;~xlÞ between the new observation
and each observation in the training database. Then, we
define the “weight” of a training observation based on its
distance from the new observation:

wli� ¼ expð�u dð~xi�;~xlÞP
l expð�u dð~xi�;~xlÞÞ: (4)

.
Note that the scaling parameter u defines the extent to

which the weights are related to distances, which will be
calibrated in Section 3.2. The larger u is, the more severely
the observations that are more dissimilar to the new obser-
vation are down-weighted. Finally, the response variable yi�
is predicted by the weighted sum of the response variables
of the training observations:

ŷi� ¼
X
l

wli�yl: (5)
.

3.2 Calibration of the Tuning Parameter u

We calibrate the “tuning parameters” u and~v using a combi-
nation of domain knowledge and cross validation [2], [22].
Specifically, we divide our data into two sets: a training
sample of 265 scripts covering movies released in 2008 or
earlier, and a holdout sample of 35 scripts of movies
released after January 2009. We calibrate our parameters
using only the training sample, and use the holdout sample

to assess our model’s predictive capability. Note that the
above definition of training and holdout sample preserves
“time consistency”, i.e., only movies that are released before
the focal movie are used in making revenue predictions.

We calibrate u following an argument in [30]. Because u is
the “bandwidth” parameter of the Gaussian kernel in
Eq. (4), it makes sense to set u such that it is roughly in line
with the range of the distances dð~xi;~xlÞ. To see this, notice
that if u is set “too small” ðu � 0Þ, every movie in the train-
ing sample will be weighted roughly the same, thereby
reducing discriminatory power. In contrast, if u is too large
compared to the range of dð~xi;~xlÞ, the weighted average in
Eq. (5) will be dominated by the closest comparable, thus
increasing the bias of our prediction. The underlying con-
cept here is the “bias-variance tradeoff”: larger u leads to
lower bias yet higher variance, while smaller u results in
higher bias and lower variance [13].

Given the conceptual argument above, we set the value
of u by appealing to studios’ domain knowledge. As dis-
cussed earlier, studio managers typically look at no more
than 10 “comps” when making a green-lighting decision.
Therefore, we select u such that any “comp” beyond the
10th will receive minimal weight; this is achieved by setting
u so that, on average, the 10th comp receives a weight that is
proportional to the density of a standard normal distribu-
tion at two standard deviations from the mode, thus the
11th or further comps have weights that are negligible. Spe-
cifically, we set u such that expð�uðdð10Þ � dð1ÞÞ � fð2Þ=fð0Þ,
which results in u ¼ 17.5

3.3 Calibration of the Feature Weight ððð~vÞ
Next, we calibrate the “feature weights” ~v. As a starting
point, a seemingly reasonable “default” choice is to put
equal weights on every variable, i.e., set vj ¼ 1 for all j
[13].6 We refer to this as the Kernel-I approach; we will
evaluate its predictive performance versus the Kernel-II
approach that involves unequal feature weights.

We propose the following approach, based on regulariza-
tion and cross-validation, to calibrate the feature weights ~v
for the Kernel-II approach. We first define the leave-one-out
mean squared-error, LOOMSE, a key component of our
objective function described later, as follows. We let
i ¼ 1; . . . ; nðn ¼ 265Þ index the scripts in the training sam-
ple, and let ẑiðu; k;~vÞ be the predicted value of the (log-) box
office revenue of the ith script, when all except the ith script
are used as the training data. zi denotes the actual log- box
office revenue for the ith script. The LOOMSE is defined as

LOOMSEðu; k;~vÞ ¼ 1

n

Xn
i¼1

zi � ẑi u; k;~vð Þð Þ2: (6)

.
While it is tempting to directly minimize LOOMSE as a

function of ~v, previous research [20] has shown that such

4. Note that other distance metrics have been proposed in [13]; we
leave the selection of optimal distance metric for future research.

5. We have conducted a robustness check by considering dð9Þ and
dð11Þ instead of dð10Þ; this corresponds to setting u ¼ 2.0 and 1.5, respec-
tively. The MSEs for Kernel-I and Kernel-II change by less than 3 per-
cent. Details are available upon request.

6. Because the feature variables are all standardized before entering
into our model as predictors, the condition vj ¼ 18j implies equal
weights across all features.
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approach tends to lead to over-fitting. Thus, [20] restricts the
elements of~v to take only a finite set of values, thus reducing
the degrees of freedom in~v. In our setting, however, it is diffi-
cult to a priori identify a set of appropriate values for ~v.
Instead, we propose using a “regularization” approach
to avoid overfitting. Specifically, in addition to LOOMSE,
we add a “penalty term” that penalizes the distance between
~v and the vector of 1 s (which correspond to the a priori
assumption that all features are weighted equally). Formally,

Objective Function ¼ LOOMSE þ �
XJ
j¼1

�
v2j � 1

�2
: (7)

We then calibrate � (the extent of the complexity pen-
alty) using a cross-validation approach (see Appendix II,
available online), which results in a choice of � ¼ 0:05.
Finally, given the choice of �, we minimize the objective
function in Eq. (7) as a function of ~v using the Nelder-
Mead method [31], to arrive at the Kernel-II approach.
The resulting estimates of ~v are shown in Table 3, which
provides some insights about which textual variables are
most important for identifying “comps” for a focal script.
As can be seen, the five most important features are
(i) early exposition, (ii) production budget, (iii) strong
nemesis, (iv) genre—romance, and (v) genre—thriller.
Beyond the obvious genre and production budget varia-
bles that studio already consider, “content” features such
as “early exposition” and “strong nemesis” also appear
among the most important variables. Thus, our findings
are consistent with the belief by movie experts [3] that
“early exposition”, i.e., communicating the general theme
of the movie as early as possible (preferably within the
first ten minutes of the movie), is an important content
feature of a script. Further, expert scriptwriters [11], [12]
also believe that a strong nemesis is central for advancing
the story line, as it helps set up a conflict between the pro-
tagonist and his/her nemesis.

4 EMPIRICAL RESULTS

4.1 Holdout Prediction

Keeping in mind the caveats of our data set (discussed in
Section 2.4), we apply the proposed Kernel-I/II approaches

to predict the box office revenue of each movie in the hold-
out sample (35 movies released after January 2009). Predic-
tive performance is measured by mean squared error on
log- box office revenue (in $Million). We compare our pro-
posed methods to six benchmark methods, which include
the linear model (i), tree-based methods (ii and iii) proposed
in the previous literature [6] and [8], as well as comps-based
methods (iv, v, and vi) that are constructed to (loosely)
reflect studios’ current practice.

The implementation details for the two tree-based
methods (ii and iii) are discussed in Appendix III, avail-
able online. For the comps-based methods (iv-vi), we
consider three specifications. For method (iv), comps
are defined based only on genre. Specifically, the feature
weights are specified so that the “genre” variables
receive a weight of 1.0, while all other variables receive
feature weights of zero. Similarly, for method (v), comps
are defined based only on production budget: the feature
weight of “production budget” is set to be 1.0, while all
other feature weights are equal to zero. For method (vi),
both genre and production budget are considered; an
equal weight is put on genre and production budget, and
all other variables are given zero weights. For all three
specifications, we set u ¼ 0 (i.e., a simple average is taken)
and the weights w to zero after the 10th “comp” to maxi-
mally reflect current practice.

The results of all eight methods are summarized in
Table 4. As a baseline for comparison, multiple regression
(method i) has a holdout MSE of 0.6571. Tree-based meth-
ods, which includes Bag-CART [8] (method ii) and Bayes-
ian additive regression tree [6] (method iii), provide better
predictive results. Across both methods, the improvement
over regression is around 8.5 percent, which is consistent
with the findings in [8]. The results of method (iv)-(vi)
show that the performance of comps-based methods
depend critically on how the comps are constructed.
Comps-based approaches generated using only genre
(method iv) or only production budget (method v) pro-
vide predictive performances that are no better than mul-
tiple regression, while a comps-based method that
considers both genre and production budget (method vi)
provides superior predictive performance. Specifically,
method (vi) gives holdout MSE (0.5395) that is 17.9

TABLE 3
Calibrated Feature Weights in the Kernel-II Approach
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percent smaller than that of multiple regression. While it
is rather surprising that a simple comps-based method
outperforms more sophisticated tree-based methods, it
provides some validation for the current managerial prac-
tice. Taking a step forward, the Kernel-I approach, which
uses all textual variables (with equal weights) improve
holdout predictive performance even further, with a hold-
out MSE of 0.4096, a 37.7 percent improvement over mul-
tiple regression. Finally, the Kernel-II approach, which
allows for unequal feature weights, has the lowest MSE
across all methods (0.3822). Compared to multiple regres-
sion, this represents an improvement of almost 42 percent.

The results in Table 4 suggest that studios should think
beyond genre and the production budget, and consider a
richer set of textual variables when making green-lighting
decisions. Indeed, part of the improvements of using
Kernel-I/II approaches come from considering not only
movies that are of the same genre as the focal script, but
also movies of different genres7 (but otherwise similar in
content, semantics, and word usage). Across the holdout
sample, we find that about 78 percent of the top 10 comps
for each script in the holdout sample have genre that
overlap with the focal script, while 22 percent of the
comps are of completely different genre. This highlights
the value of using a richer set of textual information to
define our distance metric.

To further explore the role of the three sets of textual
variables (genre/content, semantics, and bag-of-word
variables) in driving predictive performance, we conduct
additional analyses that exclude certain sets of predictor
variables. The results of eight different specifications are
shown in Table 5. As can be seen, holdout MSE increases
whenever a subset of textual variables is excluded, again
indicating that each subset of textual predictors adds to
predictive performance. Among the three types of textual
variables, it appears that genre/content is the most
important (i.e., predictor performance worsens the most
when genre/content is excluded), followed by the seman-
tic variables, with the bag-of-words variables being the
least important.

4.2 Portfolio Selection

To demonstrate the potential economic significance of our
proposed method, we conduct a hypothetical portfolio
selection exercise that compares the performance of the
comps-based approach (method vi), which reflects current
practice, with our proposed Kernel-I/II methods.

We consider the following portfolio selection setting.
Suppose we would like to pick r scripts to form a movie
portfolio. First, based on the predicted box office revenue
and the given production budget, we compute the predicted
ROI of each of the 35 scripts in the holdout sample. Then,
scripts in the holdout sample are ranked based on predicted
ROI, and the r scripts that have the highest predicted ROI
are selected. We vary r from 5 to 20, and compare the ROIs
of the overall portfolios which are selected by the comps-
based method (method vi), the Kernel-I, and the Kernel-II
method, respectively.

The results are shown in Fig. 2. While there is a lot of
variability in portfolio ROIs ((total box office – budget)/
budget) across all methods, portfolios selected by Kernel-I
and Kernel-II approaches consistently provide higher
portfolio returns compared to those selected by the
comps-based method. For instance, when r ¼ 10 movies
scripts are selected to form a portfolio, the selections by
Kernel-I and Kernel-II method yield portfolio ROIs of
130.3 percent (Box office ¼ $1184.7M; Budget ¼ $514.5M)
and 134.6 percent (Box office ¼ $1236.3M; Budget ¼
$527.0M), respectively, while the selection by the comps-
based method yields a ROI of 76.4 percent (Box office ¼
$307.8M; Budget ¼ $174.5M).8 Across different values of r
(from 5 to 20), the median ROI of portfolios selected by
Kernel-I and Kernel-II is around 134.0 and 134.1 percent
(respectively), while the median ROI of portfolios selected
by comps-based method is only around 83.9 percent.
Thus, it is clear that the improvement in prediction accu-
racy afforded by the Kernel-I/II methods is also economi-
cally significant.

5 DISCUSSION AND CONCLUSION

In this paper, we developed a methodology, based on the
kernel-based approach, to predict the revenue potential of

TABLE 4
Holdout Prediction Performance on 35 Movies Released After 2009

7. Recall that a script can belong to more than one genre (see
Section 3.1). A comp has genre that overlap with the focal script if at least
one of these genre are the same. For example, if the focal script is of genre
{action, romance}, a comp that has genre {action, thriller} “overlaps” with
the focal script because they share a common genre (action).

8. The opportunity cost of capital can be a factor in this analysis, but
it is insignificant enough in our case such that we can avoid this
complication.
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movie scripts at the point of green-lighting. We collected a
database of 300 movies scripts, and extracted three layers of
textual information from each script: genre/content, seman-
tics, and bag-of-words variables, using a combination of
screenwriting domain knowledge, human input, and natu-
ral language processing techniques. Holdout prediction
results suggested that our proposed Kernel-I and Kernel-II
approaches outperform regression, tree-based method, and
the comps-based approach. Further, through a hypothetical
portfolio selection exercise, we showed that such improve-
ment in predictive accuracy is economically significant.
Importantly, because of its close similarity with the
“comps”-based approach, our proposed approach speaks
directly to the intuitions of studio managers, leading to key
communication advantages which further enhance the
actionability of our approach [5].

We now discuss several promising directions for future
research. In the current research, we have mainly consid-
ered content variable and a script’s semantic features
(scenes and dialogues). In future research, one may consider
a wider set of textual variables and features that extract
more information from a script. For example, [33] propose a

methodology to capture the “hidden sentiment factors” in
reviews. Including such features may help improve predic-
tive performance even further.

Further, the current research focuses on point prediction
of box office revenue given a script. In order to apply our
method in general portfolio optimization problems, one
should also consider forecasting the predictive distribution
of box office revenue. That would allow us to compute
usual risk estimates such as value-at-risk (VaR) for any
movie portfolio [19], [26], or conduct mean-VaR optimiza-
tion [1] common in financial analysis and asset allocation.

Clearly, the next step of this research is to develop our
methodology into a full-blown implementation through col-
laboration with movie studios, which can help alleviate
some of the key data limitations discussed in Section 2.4. To
date, we have worked with several independent studios
and investors and provided box office forecast based on
script information; generally, the feedback that we obtain
have been positive. Several challenges remain, including
how to scale up the database and update/maintain it over
time, and how to communicate our findings to studios most
effectively. We will continue to work on these problems,

TABLE 5
Holdout Predictive Performance (in Terms of MSE) for Kernel-I and Kernel-II Methods, When Different

Sets of Predictors Are Excluded

Fig. 2. Comparison of portfolio selection performance for the Kernel-I, Kernel-II, and comps-based methods.
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with the goal of providing an effective decision support sys-
tem for the green-lighting process that helps studios iden-
tify and produce better movies.
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