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We develop a model of endogenous productivity change to examine the impact of the investment in knowledge on the productivity of firms. Our dynamic investment model extends the tradition of the knowledge capital model of Griliches (1979) that has remained a cornerstone of the productivity literature. Rather than constructing a stock of knowledge capital from a firm’s observed R&D expenditures, we consider productivity to be unobservable to the econometrician. Our approach accounts for uncertainty, non-linearity, and heterogeneity across firms in the link between R&D and productivity. We also derive a novel estimator for production functions in this setting. Using an unbalanced panel of more than 1800 Spanish manufacturing firms in nine industries during the 1990s, we provide evidence of non-linearities as well as economically significant uncertainties in the R&D process. R&D expenditures play a key role in determining the differences in productivity across firms and the evolution of firm-level productivity over time.
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1. INTRODUCTION

A firm invests in R&D and related activities to develop and introduce product and process innovations. These investments in knowledge enhance the productivity of the firm and change its competitive position relative to that of other firms.

Our goal in this article is to assess the role of R&D in determining the differences in productivity across firms and the evolution of firm-level productivity over time. To achieve this goal, we develop a model of endogenous productivity change resulting from investment in knowledge. We also derive an estimator for production functions in this setting. In addition to the parameters of the production function, our estimator recovers the law of motion for productivity. With these tools in hand we study the link between R&D and productivity in Spanish manufacturing firms during the 1990s.
Our starting point is a dynamic model of a firm that invests in R&D in order to improve its productivity over time in addition to carrying out a series of investments in physical capital. Both investment decisions depend on the current productivity and the capital stock of the firm as do the subsequent decisions on static inputs such as labour and materials. Productivity follows a Markov process that can be shifted by R&D expenditures. The evolution of productivity is thus subject to random shocks. These innovations to productivity capture the factors that have a persistent influence on productivity such as absorption of techniques, modification of processes, uncertainties related to investments in physical capital, and gains and losses due to changes in labour composition and management abilities. For a firm that engages in R&D, the productivity innovations additionally capture the uncertainties inherent in the R&D process such as chance in discovery, degree of applicability, and success in implementation.

Our model of endogenous productivity change is not the first attempt to account for investment in knowledge. In a very influential paper, Griliches (1979) proposed to augment a standard production function with “a measure of the current state of technical knowledge, determined in part by current and past research and development expenditures” (p. 95). In practice, a firm’s observed R&D expenditures are used to construct a proxy for the state of knowledge. This knowledge capital model has remained a cornerstone of the productivity literature for more than 25 years and has been applied in hundreds of studies on firm-level productivity (see the surveys by Mairesse and Sassenou (1991), Griliches (1995, 2000), and Hall et al. (2010)).

In a departure from the previous literature we do not attempt to construct a stock of knowledge capital from the available history of R&D expenditures and with it control for the impact of R&D on productivity. Instead, we consider productivity to be unobservable to the econometrician and in this way relax the assumptions on the R&D process in a natural fashion. Building on Hall and Hayashi’s (1989) and Klette’s (1996) extension of the knowledge capital model, we recognize that the outcome of the R&D process is likely to be subject to a high degree of uncertainty. Once discovered, an idea has to be developed and applied, and there are the technical and commercial uncertainties linked to its practical implementation. We further recognize, again building on Hall and Hayashi (1989) and Klette (1996), that current and past investments in knowledge are likely to interact with each other. Since there is little reason to believe that features such as complementarities and economies of scale in the accumulation of knowledge or the obsolescence of previously acquired knowledge can be adequately captured by simple functional forms, we deviate from Hall and Hayashi (1989) and Klette (1996) by modelling the interactions between current and past investments in knowledge in a flexible fashion.

To retrieve productivity at the level of the firm, we have to estimate the parameters of the production function. However, if a firm adjusts to a change in its productivity by expanding or contracting its production depending on whether the change is favourable or not, then unobserved productivity and input usage are correlated and biased estimates result (Marschak and Andrews, 1944). Recent advances in the structural estimation of production functions, starting with the dynamic investment model of Olley and Pakes (1996) (OP), tackle this endogeneity problem. The insight of OP is that if observed investment is a monotone function of unobserved productivity, then this function can be inverted to back out—and thus control for—productivity. This line of research has been extended by Levinsohn and Petrin (2003) (LP) and Ackerberg et al. (2006) (ACF).

Instead of relying on the firm’s dynamic programming problem as OP do, we use the fact that static inputs are decided on with current productivity known and therefore contain information about it. As first shown by LP, the input demands resulting from short-run profit maximization are

1. See Griliches and Mairesse (1993) and Ackerberg et al. (2007) for reviews of this and other problems that arise in the estimation of production functions.
invertible functions of unobserved productivity. We use this insight to control for productivity and obtain consistent estimates of the parameters of the production function. In addition, we recognize that, given a parametric specification of the production function, the functional form of the inverse input demand functions is known. As pointed out by Marschak and Andrews (1944), the structural assumptions imply parameter restrictions between the production function and the inverse input demand functions. Hence, we do not have to rely on non-parametric methods to estimate these functions. Because our parametric inversion fully exploits the parameter restrictions between the production function and the inverse input demand functions, it yields a particularly simple estimator for production functions.

We apply our estimator to an unbalanced panel of more than 1800 Spanish manufacturing firms during the 1990s. Our data are of notably high quality and combines information on production with information on firms’ R&D activities in nine industries. This broad coverage of industries is uncommon and allows us to examine the link between R&D and productivity in a variety of settings that differ greatly in the importance of R&D. At the same time, it allows us to put to the test our model of endogenous productivity change and the estimator we develop for it.

Somewhat unusually we have firm-level wage and price data. The fact that the wage and prices vary across firms is at variance with the often-made assumption in the literature following OP that all firms face the same wage and prices and that these variables can therefore be replaced by a dummy. Instead, as LP point out, the wage and prices must be accounted for in the inverse input demand functions used to recover unobserved productivity. While the non-parametric methods in OP, LP, and ACF extend to our model of endogenous productivity change, non-parametrically estimating the inverse input demand functions becomes more demanding on the data as the number of their arguments increases. Our parametric inversion circumvents this “curse of dimensionality” in non-parametric estimation and is much less demanding on the data.

Our estimates of the law of motion for productivity attest to important non-linearities and uncertainties in the R&D process. The impact of current R&D on future productivity depends crucially on current productivity. Non-linearities often take the form of complementarities between current R&D and current productivity. Furthermore, the R&D process must be treated as inherently uncertain. We estimate that, depending on the industry, between 25% and 75% of the variance in productivity is explained by innovations that cannot be predicted when decisions on R&D expenditures are made. Moreover, the return to R&D is often twice that of the return to investment in physical capital. Our estimates therefore suggest that the uncertainties inherent in the R&D process are economically significant and matter for firms’ investment decisions.

Capturing the uncertainties in the R&D process also paves the way for heterogeneity across firms. Because we allow the shocks to productivity to accumulate over time, even firms with the same time path of R&D expenditures may not have the same productivity. This gives us the ability to assess the role of R&D in determining the differences in productivity across firms and the evolution of firm-level productivity over time.

Despite the uncertainties in the R&D process, we show that the expected productivity of firms that perform R&D is systematically more favourable in the sense that their distribution of expected productivity tends to stochastically dominate the distribution of firms that do not perform R&D. Assuming that the productivity process is exogenous (as in most of the literature following OP) amounts to averaging over firms with distinct innovative activities and hence blurs important differences in the impact of the investment in knowledge on the productivity of

2. There are other data sets such as the Colombian Annual Manufacturers Survey (Eslava et al., 2004) and the Longitudinal Business Database at the U.S. Census Bureau that contain separate information about prices and quantities, at least for a subset of industries (Roberts and Sappington, 1999; Foster et al., 2003).
In addition, we estimate that firms that perform R&D contribute between 65% and 90% of productivity growth in the industries with intermediate or high innovative activity. Investments in R&D and related activities are thus a primary source of productivity growth.

Our model allows us to recover the entire distribution of the elasticity of output with respect to R&D expenditures—a measure of the return to R&D—as well as that of the elasticity of output with respect to already attained productivity—a measure of the degree of persistence in the productivity process. On average we obtain higher elasticities with respect to R&D expenditures than in the knowledge capital model and lower elasticities with respect to already attained productivity. Since old knowledge is hard to keep but new knowledge is easy to add, productivity is considerably more fluid than what the knowledge capital literature suggests.

The remainder of this article is organized as follows. Section 2 lays out a dynamic investment model with endogenous productivity change. Section 3 describes the data and Section 4 develops our empirical strategy. Sections 5 and 6 discuss our results and Section 7 concludes.

2. A MODEL FOR INVESTMENT IN KNOWLEDGE

A firm carries out two types of investments, one in physical capital and another in knowledge through R&D expenditures. Investment decisions are made in a discrete time setting with the goal of maximizing the expected net present value of future cash flows. Capital is the only dynamic (or “fixed”) input among the conventional factors of production and accumulates according to

\[ K_{jt} = (1 - \delta)K_{j,t-1} + I_{jt-1}, \]

where \( K_{jt} \) is the stock of capital of firm \( j \) in period \( t \) and \( \delta \) is the rate of depreciation. This law of motion implies that investment \( I_{jt-1} \) chosen in period \( t-1 \) becomes productive in period \( t \).

The productivity of firm \( j \) in period \( t \) is \( \omega_{jt} \). While the firm knows its productivity when it makes its decisions, we follow OP and often refer to \( \omega_{jt} \) as “unobserved productivity” since it is not observed by the econometrician. Productivity is correlated over time and perhaps also correlated across firms. Because our goal is to assess the role of R&D in determining the differences in productivity across firms and the evolution of firm-level productivity over time, we have to endogenize the productivity process. To this end, we assume that productivity is governed by a controlled first-order Markov process with transition probabilities \( P(\omega_{jt} | \omega_{jt-1}, r_{jt-1}) \), where \( r_{jt-1} \) is the log of R&D expenditures.

Adopting the convention that lower case letters and upper case letters denote logs and levels, respectively, the firm has the Cobb–Douglas production function

\[ y_{jt} = \beta_0 + \beta_1 t + \beta_2 k_{jt} + \beta_3 l_{jt} + \beta_4 m_{jt} + \omega_{jt} + \epsilon_{jt}, \]

where \( y_{jt} \) is the output of firm \( j \) in period \( t \), \( l_{jt} \) is labour, and \( m_{jt} \) is materials. We allow for a secular trend \( t \) in the production function that we model as either a linear time trend or dummies (see Section 4.2 for details). In contrast to productivity \( \omega_{jt} \), the mean zero random shock \( \epsilon_{jt} \) is uncorrelated over time and across firms. The firm does not know the value of \( \epsilon_{jt} \) when it makes its decisions at time \( t \).

The Bellman equation for the firm’s dynamic programming problem is

\[ V(s_{jt}) = \max_{t_j, t} \Pi(s_{jt}) - C_t(l_{jt}) - C_r(r_{jt}) + \frac{1}{1 + \rho} E[V(s_{j,t+1}) | s_{jt}, l_{jt}, r_{jt}], \]

3. Subsequent research on extending the two-stage procedures in OP, LP, and ACF to an endogenous productivity process echoes this conclusion (de Loecker, 2010).

4. The literature following OP typically assumes an exogenous Markov process with transition probabilities \( P(\omega_{jt} | \omega_{jt-1}) \).
That is, actual productivity \( l_{jt} \) is determined by \( \omega_{jt} \), the vector of state variables that are correlated over time, namely the wage \( w_{jt} \) and the price of materials in the firm, and the demand shifter \( d_{jt} \). The discount rate is \( \rho \). Per-period profits are given by the indirect profit function \( \Pi(\cdot) \) and the cost of investment in physical capital and knowledge by the cost functions \( C_i(\cdot) \) and \( C_e(\cdot) \), respectively. In the simplest case, \( C_i(\cdot) \) and \( C_e(\cdot) \) just transform logs into levels, but they may also capture indivisibilities in investment projects or adjustment costs; their exact forms are irrelevant for our purposes. In practice, investment opportunities and the price of equipment goods are likely to vary and the cost of investment in knowledge depends greatly on the nature of the undertaken project (Adda and Cooper, 2003, p. 188). To capture variation in the cost of investment in physical capital and knowledge across firms and time, a cost shifter \( x_{jt} \) can be added to \( C_i(\cdot) \) and \( C_e(\cdot) \) and thus becomes part of \( s_{jt} \). The dynamic programming problem gives rise to two policy functions \( i(s_{jt}) \) and \( r(s_{jt}) \) for the investments in physical capital and knowledge, respectively.

The firm anticipates the effect of R&D on productivity in period \( t \) when making the decision about investment in knowledge in period \( t-1 \). The Markovian assumption implies

\[
\alpha_{jt} = E[\alpha_{jt-1}|r_{jt-1}] + \xi_{jt} = g(\alpha_{jt-1}, r_{jt-1}) + \xi_{jt}. 
\]

That is, actual productivity \( \alpha_{jt} \) in period \( t \) can be decomposed into expected productivity \( g(\alpha_{jt-1}, r_{jt-1}) \) and a random shock \( \xi_{jt} \). While the conditional expectation function \( g(\cdot) \) depends on already attained productivity \( \alpha_{jt-1} \) and R&D expenditures \( r_{jt-1} \), \( \xi_{jt} \) does not: by construction \( \xi_{jt} \) is mean independent (although not necessarily fully independent) of \( \alpha_{jt-1} \) and \( r_{jt-1} \). This productivity innovation represents the uncertainties that are naturally linked to productivity plus the uncertainties inherent in the R&D process such as chance in discovery, degree of applicability, and success in implementation. It is important to stress the timing of decisions in this context: when the decision about investment in knowledge is made in period \( t-1 \), the firm is only able to anticipate the expected effect of R&D on productivity in period \( t \) as given by \( g(\alpha_{jt-1}, r_{jt-1}) \) while its actual effect also depends on the realization of the productivity innovation \( \xi_{jt} \) that occurs after the investment has been completely carried out. The conditional expectation function \( g(\cdot) \) is not observed by the econometrician and must be estimated non-parametrically along with the parameters of the production function.

As noted by LP, the firm’s dynamic programming problem—and the policy functions for the investments in physical capital and knowledge it gives rise to—can easily become very complicated. Buettner (2005) incorporates R&D expenditures into the dynamic investment model of OP. To prove that the policy function for investment in physical capital can be used to non-parametrically recover unobserved productivity, Buettner (2005) has to restrict the transition probabilities \( P(\omega_{jt}|\omega_{jt-1}, r_{jt-1}) \) of the Markov process that governs the evolution of productivity to be of the form \( P(\omega_{jt}|\psi_{jt}) \), where \( \psi_{jt} = \psi(\alpha_{jt-1}, r_{jt-1}) \) is an index that orders the probability distributions for \( \alpha_{jt} \). The restriction to an index excludes the possibility that current productivity and R&D expenditures affect future productivity in qualitatively different ways.

To free up the relationship between current productivity, R&D expenditures, and future productivity, we base our empirical strategy on the firm’s decisions on static (or “variable”) inputs that are subsumed in the indirect profit function \( \Pi(\cdot) \). Specifically, we follow LP and assume that labour \( l_{jt} \) and materials \( m_{jt} \) are chosen to maximize short-run profits. This gives rise to two input

5. One can, e.g. combine the cost functions \( C_i(\cdot) \) and \( C_e(\cdot) \) into a more general cost function \( C_{in}(\cdot) \).
6. LP invoke this assumption to establish in their Equation (9) a sufficient condition for the invertibility of the intermediate input: on p. 320 just below Equation (1) LP assume that labour is “freely variable,” on p. 322 just above
3. DATA

Our data come from the Encuesta Sobre Estrategias Empresariales (ESEE) survey, a firm-level survey of Spanish manufacturing sponsored by the Ministry of Industry. The unit surveyed is the firm, not the plant or the establishment. At the beginning of this survey in 1990, 5% of firms with up to 200 workers were sampled randomly by industry and size strata. All firms with more than 200 workers were asked to participate, and 70% of these large firms chose to respond. Some firms vanish from the sample, due to either exit (shutdown by death or abandonment of activity) or attrition. The two reasons can be distinguished, and attrition remained within acceptable limits. To preserve representativeness, samples of newly created firms were added to the initial sample every year. Details on industry and variable definitions can be found in Appendix A.

Our sample covers a total of 1870 firms when restricted to firms with at least two years of data. Columns (1) and (2) of Table I show the number of observations and firms by industry. Samples sizes are moderate. Columns (3) and (4) show entry and exit. Newly created firms are a large share of the total number of firms, ranging from 15% to one-third in the different industries. In each industry there is a significant proportion of exiting firms (from 5% to above 10% in a few cases). Firms tend to remain in the sample for short periods, ranging from a minimum of two years to a maximum of 10 years between 1990 and 1999.

The 1990s were a period of rapid output growth, coupled with stagnant or at best slightly increasing employment and intense investment in physical capital, as can be seen from Columns (5)–(8) of Table I. Consistent with this rapid growth, firms on average report that their markets are slightly more often expanding than contracting; hence, demand tends to shift out over time.

The growth of prices, averaged from the growth of prices as reported individually by each firm, is moderate. The growth of the price of output in Column (9) ranges from 0.7% to 2.2%. The growth of the wage and the price of materials ranges from 4.4% to 6.0% and, respectively, from 2.5% to 3.9%.

Our empirical strategy treats labour as a static input. This is appropriate because Spain greatly enhanced the possibilities for hiring and firing temporary workers during the 1980s and, by the beginning of the 1990s, had one the highest shares of temporary workers in Europe (Dolado et al., 2002). In our sample the share of temporary workers ranges from 14% to 33% across industries. Rapid expansions and contractions of temporary workers are common: the difference between the maximum and the minimum share of temporary workers within a firm ranges on average from 12% to 20% across industries. In addition, we measure labour as hours worked (see Appendix A for details). At this margin at least firms enjoy a high degree of flexibility in determining the demand for labour: within a firm the difference between the maximum and the minimum hours worked ranges on average from 29% to 41%. These sizeable adjustments in hours worked are due to changes in hours worked per worker, changes in the number of temporary workers, and changes in the number of permanent workers.

Equation (6) they assume that the intermediate input is also “freely variable,” and they invoke short-run profit maximization at the start of the proof on p. 339.

7. The difference between the maximum and the minimum hours worked per worker within a firm ranges on average from 4% to 13% across industries.
TABLE 1  
Descriptive statistics

<table>
<thead>
<tr>
<th>Industry</th>
<th>Obs.(^a)</th>
<th>Firms(^a)</th>
<th>Entry(^a)</th>
<th>Exit(^a)</th>
<th>Output (s. d.)</th>
<th>Capital (s. d.)</th>
<th>Labour (s. d.)</th>
<th>Materials (s. d.)</th>
<th>Price (s. d.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Metals and metal products</td>
<td>1235</td>
<td>289</td>
<td>88 (30.4)</td>
<td>17</td>
<td>0.090</td>
<td>0.086</td>
<td>0.010</td>
<td>0.038</td>
<td>0.012</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>621</td>
<td>131</td>
<td>20 (15.3)</td>
<td>15</td>
<td>0.037</td>
<td>0.062</td>
<td>-0.001</td>
<td>0.039</td>
<td>0.010</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>1218</td>
<td>275</td>
<td>64 (23.3)</td>
<td>15</td>
<td>0.068</td>
<td>0.093</td>
<td>0.007</td>
<td>0.054</td>
<td>0.007</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>576</td>
<td>132</td>
<td>36 (27.3)</td>
<td>6</td>
<td>0.059</td>
<td>0.078</td>
<td>0.010</td>
<td>0.046</td>
<td>0.013</td>
</tr>
<tr>
<td>5. Transport equipment</td>
<td>637</td>
<td>148</td>
<td>39 (26.4)</td>
<td>10</td>
<td>0.087</td>
<td>0.114</td>
<td>0.011</td>
<td>0.087</td>
<td>0.007</td>
</tr>
<tr>
<td>6. Food, drink, and tobacco</td>
<td>1408</td>
<td>304</td>
<td>47 (15.5)</td>
<td>22</td>
<td>0.025</td>
<td>0.044</td>
<td>-0.003</td>
<td>0.019</td>
<td>0.022</td>
</tr>
<tr>
<td>7. Textile, leather, and shoes</td>
<td>1278</td>
<td>293</td>
<td>77 (26.3)</td>
<td>49</td>
<td>0.020</td>
<td>0.059</td>
<td>-0.007</td>
<td>0.012</td>
<td>0.016</td>
</tr>
<tr>
<td>8. Timber and furniture</td>
<td>569</td>
<td>138</td>
<td>52 (37.7)</td>
<td>18</td>
<td>0.038</td>
<td>0.077</td>
<td>0.014</td>
<td>0.029</td>
<td>0.020</td>
</tr>
<tr>
<td>9. Paper and printing products</td>
<td>665</td>
<td>160</td>
<td>42 (26.3)</td>
<td>10</td>
<td>0.035</td>
<td>0.099</td>
<td>-0.000</td>
<td>0.026</td>
<td>0.019</td>
</tr>
</tbody>
</table>

\(^a\) Computed for 1991 to 1999 excluding the first observation for each firm. 
\(^b\) Computed for 1990 to 1998 excluding the last observation for each firm.
The R&D intensity of Spanish manufacturing firms is low by European standards, but R&D became increasingly important during the 1990s (see, e.g., European Commission 2001). The manufacturing sector consists partly of multinational companies with production facilities in Spain and very large R&D expenditures and partly of small and medium-sized companies that invested heavily in R&D in a struggle to increase their competitiveness in a growing and already very open economy.

Columns (10)–(13) of Table 1 reveal that the nine industries differ markedly in terms of firms’ R&D activities. Chemical products (3), agricultural and industrial machinery (4), and transport equipment (6) exhibit high innovative activity. The share of firms that perform R&D during at least one year in the sample period is about two-thirds, with slightly more than 40% of stable performers that engage in R&D in all years (Column (11)) and slightly more than 20% of occasional performers that engage in R&D in some (but not all) years (Column (12)). The average R&D intensity among performers ranges from 2.2% to 2.7% (Column (13)). The standard deviation of R&D intensity is substantial and shows that firms engage in R&D to various degrees and quite possibly with many different specific innovative activities. Metals and metal products (1), non-metallic minerals (2), food, drink and tobacco (7), and textile, leather, and shoes (8) are in an intermediate position. The share of firms that perform R&D is below one half and there are fewer stable than occasional performers. The average R&D intensity is between 1.0% and 1.5% with a much lower value of 0.7% in industry 7. Finally, timber and furniture (9) and paper and printing products (10) exhibit low innovative activity. The share of firms that perform R&D is around one quarter and the average R&D intensity is 1.4%.

4. EMPIRICAL STRATEGY

Our estimator builds on the insight of LP that the demands for static inputs such as labour and materials can be used to recover unobserved productivity. Static inputs are chosen with current productivity known and therefore contain information about it. Importantly, the demands for static inputs are the solution to the firm’s short-run profit maximization problem. We are thus able to back out productivity without making assumptions on the firm’s dynamic programming problem. Our estimator differs from LP by recognizing that, given a parametric specification of the production function, the functional form of the input demand functions (and their inverses) is known. Exploiting the parameter restrictions between the production function and the inverse input demand functions allows us to parametrically recover unobserved productivity.

To allow the firm to have some market power, e.g., because products are differentiated, we assume that the firm faces a downward sloping demand function that depends on the price of output \( p_{jt} \) and the demand shifter \( d_{jt} \). Profit maximization requires that the firm sets the price that equates marginal cost to marginal revenue \( P_{jt} \left( 1 - \frac{1}{\eta(p_{jt}, d_{jt})} \right) \), where \( \eta(\cdot) \) is the absolute value

8. R&D intensities for manufacturing firms are 2.1% in France, 2.6% in Germany, and 2.2% in the UK as compared to 0.6% in Spain (European Commission 2004).
9. At most a small fraction of the firms that engaged in R&D received subsidies that typically covered between 20% and 50% of R&D expenditures. The impact of subsidies is mostly limited to the amount that they add to the project, without crowding out private funds (see Gonzalez et al. 2005). This suggests that R&D expenditures irrespective of their origin are the relevant variable for explaining productivity.
10. While some R&D expenditures were tax deductible during the 1990s, the schedule was not overly generous and most firms simply ignored it. A large reform that introduced some real stimulus took place towards the end of our sample period in 1999.
Then we use the inverse labour demand function \( h_l \) of the elasticity of demand. Given the Cobb–Douglas production function in Equation (1), the assumption that labour and materials are static inputs implies that the labour demand function is

\[
\lambda_l = \frac{1}{1 - \beta_l - \beta_m} \left( \beta_0 + (1 - \beta_m) \ln \beta_l + \beta_m \ln \beta_m + \mu + \beta_l t + \beta_k kjt + \omega_jt - (1 - \beta_m)(wjt - pjt) \right) - \beta_m(pMjt - pjt) + \ln \left( 1 - \frac{1}{\eta(pjt, djt)} \right),
\]

(4)

where \( \mu = \ln E[\exp(\epsilon_j)] \), \((wjt - pjt)\) is the real wage, and \((pMjt - pjt)\) is the real price of materials. Solving Equation (4) for \( h_l \) we obtain the inverse labour demand function

\[
h_l(t, kjt, ljt, pjt, wjt, pMjt, djt) = \lambda_l - \beta_l t - \beta_k kjt + (1 - \beta_l - \beta_m) hjt + (1 - \beta_m)(wjt - pjt) + \beta_m(pMjt - pjt) - \ln \left( 1 - \frac{1}{\eta(pjt, djt)} \right),
\]

(5)

where \( \lambda_l = -\beta_l - (1 - \beta_m) \ln \beta_l - \beta_m \ln \beta_m - \mu \) combines constants. These derivations generalize beyond the Cobb–Douglas production function in Equation (1): maintaining the Hicks-neutrality of productivity, the inverse labour demand function can be characterized in closed form for a CES or a generalized linear production function, although not for a translog production function.

To obtain our estimation equation, we proceed in two steps. We first substitute the law of motion for the controlled Markov process in Equation (3) into the production function in Equation (1). Estimating this marginal productivity condition for profit maximization together with Equation (6) may increase efficiency. Parameters of interest may, however, cancel. In the special case of a value-added production function in Equation (1). Therefore, the differences between their and \( E[\xi_j] \) in Section 5 we also provide estimates using the inverse materials demand function \( h_m(\cdot) \), although these have problems.

We base estimation on the moment restrictions

\[
E[A(\xi_j)(\xi_j + e_j)] = 0,
\]

where \( A(\cdot) \) is a vector of functions (to be specified in Section 4.2) of the exogenous variables \( zjt \). Because \( \xi_j = \text{innovation to productivity in period } t \), its value is not known to the firm

11. More generally the elasticity of the residual demand that a firm faces depends additionally on its rivals’ prices. One may be able to replace rivals’ prices by an aggregate price index or dummy, although this substantially increases the number of parameters to be estimated.

12. Our model nests a restricted version of the dynamic panel model of Blundell and Bond (2000). Leaving aside the fixed effects in their specification, we obtain their estimation Equation (2.2) by switching from a gross-output to a value-added production function with \( p_m = 0 \), restricting the law of motion in Equation (3) to an exogenous AR(1) process with \( \rho(jt - 1) = \rho(jt - 1) \), and using the marginal productivity condition for profit maximization to substitute \( \gamma_{jt - 1} \) for \(-\ln \beta_l - \mu + \omega_{jt - 1} + (w_{jt - 1} - p_{jt - 1}) - \ln \left( 1 - \frac{1}{\eta(pjt - djt)} \right)\) in Equation 6. Hence, the differences between their and our approach lie in the generality of the productivity process and the strategy of estimation.

13. These moments in \( \xi_j + e_j \) correspond to the “second-stage moments” in OP, LP, and ACF. The literature following OP also uses “first-stage moments” in \( e_j \) that are obtained by using \( h_l(\cdot) \) to substitute for \( qjt \) in the production function in Equation (1). Estimating this marginal productivity condition for profit maximization together with Equation (6) may increase efficiency. Parameters of interest may, however, cancel. In the special case of a value-added production function with \( p_m = 0 \) and perfect competition in the product market with \( \eta(\cdot) = \infty \), the estimation equation is \( yjt = \lambda_l + \omega_{jt} + (w_{jt} - pjt) + ejt \), where \( \lambda_l = -\ln \beta_l - \mu \) combines constants.
The exogenous variables $z_{jt}$ to productivity $\xi$ are uncorrelated with $\xi_{jt}$, whose value is determined in period $t - 1$ by $l_{jt-1} = l(s_{jt-1})$, is uncorrelated with $\xi_{jt}$ by virtue of our timing assumptions. Only $l_{jt}$ and $m_{jt}$ are correlated with $\xi_{jt}$ (since $\xi_{jt}$ is part of $o_{jt}$ and $l_{jt} = l(s_{jt})$ and $m_{jt} = m(s_{jt})$ are functions of $o_{jt}$) and as endogenous variables must be instrumented for.

In considering instruments, it is important to remember that because Equation (6) models the law of motion for productivity it has an advantage over Equation (1): instruments have to be uncorrelated with the innovation to productivity $\xi_{jt}$ but not necessarily with the level of productivity $o_{jt}$. For example, while $l_{jt-1}$ is uncorrelated with $\xi_{jt}$ in Equation (6), $l_{jt-1}$ is correlated with $o_{jt}$ in Equation (1) as long as productivity is correlated over time. Modelling the law of motion in this way mitigates the endogeneity problem in estimating production functions.

Our instrumenting strategy is grounded in a simultaneous-equations perspective. Equations (1), (3), (4), and (5) define a simultaneous-equations model. To simplify the exposition, we restrict the production function in Equation (1) to an exogenous Markov process $\omega_{jt} = g(\omega_{jt-1} + \xi_{jt})$, and assume perfect competition in the product market with $\eta(\cdot) = \infty$ to obtain the simultaneous-equations model

\[
y_{jt} = \beta_1 l_{jt} + g(\lambda l + (1 - \beta_1)l_{jt-1} + (w_{jt-1} - p_{jt-1})) + \xi_{jt} + \epsilon_{jt}, \tag{7}
\]

\[
l_{jt} = \frac{1}{1 - \beta_1} \left( -\lambda l + g(\lambda l + (1 - \beta_1)l_{jt-1} + (w_{jt-1} - p_{jt-1})) - (w_{jt-1} - p_{jt-1}) \right) - (w_{jt-1} - p_{jt-1} + \xi_{jt}), \tag{8}
\]

where $\lambda_1 = -\ln \beta_1 - \mu$ combines constants. The endogenous variables are $y_{jt}$ and $l_{jt}$. While Equation (1) is in reduced form, Equation (7) is structural. To derive its reduced form, we substitute Equation (6) into Equation (4) to obtain

\[
y_{jt} = \frac{1}{1 - \beta_1} \left( -\beta_1 \lambda l + g(\lambda l + (1 - \beta_1)l_{jt-1} + (w_{jt-1} - p_{jt-1})) - \beta_1(w_{jt-1} - p_{jt-1}) \right) + e_{jt}. \tag{9}
\]

The exogenous variables $z_{jt}$ on the right-hand side of the reduced-form Equations (8) and (9) are the constant, $(w_{jt-1} - p_{jt-1})$, $l_{jt-1}$, and $(w_{jt-1} - p_{jt-1})$.

A potential concern is that the current real wage $(w_{jt} - p_{jt})$ and, by analogy, the current real price of materials $(p_{Mjt} - p_{jt})$ may be endogenous in the sense of being correlated with the innovation to productivity $\xi_{jt}$. Underlying OP, LP, and ACF is the reasoning that a change in productivity that is not anticipated by the firm is not correlated with its past decisions. This implies that lagged values are less susceptible to endogeneity than current values. In what follows we therefore restrict ourselves to the lagged real wage $(w_{jt-1} - p_{jt-1})$ and the lagged real price of materials $(p_{Mjt-1} - p_{jt-1})$ for instruments.

An important conclusion from viewing our model as a simultaneous-equations model is that the model is identified even in the simplest case of an exogenous $AR(1)$ process with $g(\omega_{jt-1}) = \rho \omega_{jt-1}$ in Equation (7); we have three exogenous variables, namely the constant, $l_{jt-1}$, and $(w_{jt-1} - p_{jt-1})$, to estimate the three parameters $\lambda_1 = \rho l_1$, $\beta_1$, and $\rho$. Note that identification relies on the parameter restrictions between the production function and the inverse labour demand function.

Another conclusion is that Equation (7) does not suffice to estimate the parameters of the model absent price variation. Without variation in the real wage we are left with the constant
and \( l_{jt-1} \) as exogenous variables. Clearly, we cannot hope to estimate three parameters with two exogenous variables.

Our empirical application is more elaborate than this example. First, we allow for imperfect competition, where the firm sets the current price of output \( p_{jt} \) in light of the level of productivity \( \omega_{jt} \). As \( \xi_{jt} \) is part of \( \omega_{jt} \), \( p_{jt} \) is endogenous. Imperfect competition is therefore an additional reason for not relying on the current real wage \( (w_{jt} - p_{jt}) \) and the current real price of materials \( (p_{Mjt} - p_{jt}) \) for instruments. In our empirical application we thus rely on the lagged price of output \( p_{jt-1} \) (as it separately enters our estimation Equation (6) through \( h_{jt-1} \)), the lagged real wage \( (w_{jt-1} - p_{jt-1}) \), and the lagged real price of materials \( (p_{Mjt-1} - p_{jt-1}) \) for instruments; the tests for overidentifying restrictions in Section 5 indicate that the variation in \( p_{jt-1} \), \( (w_{jt-1} - p_{jt-1}) \), and \( (p_{Mjt-1} - p_{jt-1}) \) is exogenous with respect to \( \xi_{jt} \) and therefore useful in estimating Equation (6).

Second, we allow the law of motion for productivity in Equation (3) to depend on lagged \( x_{jt} \) and \( r_{jt} \). While \( r_{jt-1} \) is correlated with \( \omega_{jt-1} \) (as \( r_{jt-1} = r(s_{jt-1}) \) by virtue of the policy function) and \( \omega_{jt} \) (as productivity is correlated over time), our timing assumptions ensure that \( r_{jt-1} \) is uncorrelated with \( \xi_{jt} \) in Equation (6). Relying on \( r_{jt-1} \) for instruments allows us to estimate the impact of R&D on productivity. The policy function implies that \( r_{jt-1} \) varies with the lagged state variables \( s_{jt-1} \), including the lagged nominal wage \( w_{jt-1} \) and the lagged nominal price of materials \( p_{Mjt-1} \). Moreover, if a cost shifter \( x_{jt} \) is added to the cost functions \( C_r(\cdot) \) and \( C_l(\cdot) \) in Equation (2) to capture variation in investment opportunities, the price of equipment goods, and the nature of the undertaken project, then \( r_{jt-1} \) also varies with \( x_{jt-1} \). All these variables are therefore a source of exogenous variation in R&D expenditures.

After more formally discussing identification in Section 4.1, we provide further details on our instrumenting strategy in Section 4.2. In Section 4.3, we then turn to the advantages and disadvantages of our parametric inversion.

4.1. Identification

Our estimation Equation (6) is a semiparametric, so-called partially linear, model with the additional restriction that the inverse labour demand function \( h_l(\cdot) \) is of known form. In more formally discussing identification, we ask if we can separate the parametric from the non-parametric parts of the model. The importance of this question has been highlighted by ACF in their critique of OF and LP.

The fundamental condition for identification in a partially linear model is that the variables in the parametric part of the model are not perfectly predictable (in the least squares sense) by the variables in the non-parametric part (Robinson, 1988). In other words, there cannot be a functional relationship between the variables in the parametric and non-parametric parts (see Newey et al., 1999).

To see how the known form of \( h_l(\cdot) \) aids identification, suppose to the contrary that \( h_l(\cdot) \) is of unknown form. In this case, the composition of \( h_l(\cdot) \) and \( g(\cdot) \) is another function of unknown form. The fundamental identification condition is violated if \( h_l(\cdot) \) is of unknown form because \( k_p \)

\[
\begin{align*}
(p + y_{jt}) &= \lambda_1 + (w + l_{jt}) + \epsilon_{jt}, \\
(p + y_{jt}) &= \lambda_2 + \beta_1(w + l_{jt}) + \rho(1 - \beta_1)(w + l_{jt-1}) + \xi_{jt} + \epsilon_{jt},
\end{align*}
\]

where \( \lambda_1 = -\ln \beta_1 - \mu \) and \( \lambda_2 = -\rho(\ln \beta_1 + \mu) - (1 - \rho)(\beta_1 w - \rho) \) combine constants. In a Monte Carlo study we first estimated Equation (10) by OLS to obtain \( \lambda_1 \) and then recovered \( \beta_1 \) from \( \lambda_1 \) using the definition \( \mu = \ln E[\exp(\epsilon_{jt})] \).

Finally, taking \( \beta_1 \) as given, we estimated Equation (11) by OLS to obtain \( \lambda_2 \) and \( \rho \).
is perfectly predictable from the variables in the non-parametric part. To see this, recall that $K_{jt} = (1 - \delta)K_{jt-1} + \exp(i(s_{jt-1}))$ by the law of motion and the policy function for investment in physical capital. The central question is whether $k_{jt-1}$ and $s_{jt-1} = (t - 1, k_{jt-1}, o_{jt-1}, w_{jt-1}, P_{Mjt-1}, d_{jt-1})$ can be inferred from $(t - 1, k_{jt-1}, l_{jt-1}, P_{jt-1}, w_{jt-1}, P_{Mjt-1}, d_{jt-1}, r_{jt-1})$, the arguments of the composition of $h(\cdot)$ and $g(\cdot)$. The answer is affirmative because $o_{jt-1}$ is by construction a function of all arguments of $h(\cdot)$. Hence, there is a collinearity problem similar to the one that ACF ascertain for the estimator in LP.

Our approach differs from LP in that it exploits the known form of the inverse labour demand function $h(\cdot)$. In this case, the central question becomes whether $k_{jt-1}$ and $s_{jt-1}$ can be inferred from $h_{jt-1}$, the value of $h(\cdot)$ as opposed to its arguments, and $r_{jt-1}$. This is not the case: while $h_{jt-1}$ is identical to $o_{jt-1}$, we cannot infer the remaining state variables from $h_{jt-1}$ and $r_{jt-1}$. In particular, even if $r_{jt-1} = r(s_{jt-1})$ happened to be invertible for, say, $k_{jt-1}$ we are still short of $w_{jt-1}, P_{Mjt-1}$, and $d_{jt-1}$ since $k_{jt}$ in the parametric part is not perfectly predictable from $h_{jt-1}$ and $r_{jt-1}$ in the non-parametric part, the model is identified. Note that this argument rests on either the wage, the price of materials, or the demand shifter being a state variable in the firm’s dynamic programming problem.

4.2. Estimation

Define the residual of our estimation Equation (6) as a function of the parameters $\theta$ to be estimated as

$$v_{jt}(\theta) = y_{jt} - (\beta_0 + \beta_1 t + \beta_2 k_{jt} + \beta_3 l_{jt} + \beta_4 m_{jt} + g(h_{jt-1}, r_{jt-1})).$$

The GMM problem is

$$\min_{\theta} \left[ \frac{1}{N} \sum_{j} A(z_j)v_j(\theta) \right] W_N \left[ \frac{1}{N} \sum_{j} A(z_j)v_j(\theta) \right],$$

where $A(\cdot)$ is a $L \times T_j$ matrix of functions of the exogenous variables $z_j$ and $v_j(\cdot)$ is a $T_j \times 1$ vector with $L = \text{number of instruments}$, $T_j = \text{number of observations of firm } j$, and $N = \text{number of firms}$. We use the two-step GMM estimator of Hansen (1982). We first obtain a consistent estimate $\hat{\theta}$ of $\theta$ with weighting matrix $W_N = \left( \frac{1}{N} \sum_{j} A(z_j)A(z_j)' \right)^{-1}$. This is the NL2SLS estimator of Amemiya (1974). In the second step we then compute the optimal estimate with weighting matrix $W_N = \left( \frac{1}{N} \sum_{j} A(z_j)v_j(\hat{\theta})v_j(\hat{\theta})'A(z_j)' \right)^{-1}$.

**Markov process:** We allow for a different function when the firm adopts the corner solution of zero R&D expenditures and when it chooses positive R&D expenditures and specify $g(h_{jt-1}, r_{jt-1})$ as

$$1(R_{jt-1} = 0) \left( g_{00} + g_{01}(h_{jt-1} - \lambda_I) \right) + 1(R_{jt-1} > 0) \left( g_{10} + g_{11}(h_{jt-1} - \lambda_I, r_{jt-1}) \right).$$

15. The fundamental identification condition is, however, satisfied if a cost shifter $x_p$ is added to $C(\cdot)$ and $C(\cdot)$: while it depends on $x_p$, $x_p$ cannot be inferred from the arguments of the composition of $h(\cdot)$ and $g(\cdot)$. Alternatively, one may follow OP, LP, and ACF and invoke “first-stage moments” in $s_{jt}$.

16. In our application we have a substantial fraction of observations with zero R&D expenditures (between 43% and 83% depending on the industry, see Column (10) of Table III) that possibly cannot be inverted for the stock of capital. More generally, we suspect that R&D projects may often be lumpy and involve substantial and possibly non-convex adjustment costs that negate invertibility.
Since the constants $g_{00}$ and $g_{10}$ cannot be separately estimated from the constant $\beta_0$ in Equation (6), we estimate the combined constant $\lambda_0 = \beta_0 + g_{00}$ and include the dummy for performers $I(R_{j, t-1} > 0)$ to measure $g_{10} - g_{00}$.

**Series approximation:** We model an unknown function $q(\cdot)$ of one variable $u$ by a univariate polynomial of degree three. We model an unknown function $g(\cdot)$ of two variables $u$ and $v$ by a complete set of polynomials of degree three. We specify the absolute value of the elasticity of demand as $1 + \exp(\eta(p_{j, t-1}, d_{j, t-1}))$ in order to impose the theoretical restriction $\eta(p_{j, t-1}, d_{j, t-1}) > 1$.

**Secular trend:** After experimentation we omit the trend $t$ in industries 4 and 9, where we tend to have less data. We model it by a linear time trend in industries 2, 3, 6, 8, and 10 and by dummies in industries 1 and 7, where we tend to have more data.

**Parameters:** Our baseline specification with time trend has 27 parameters: constant, time trend, three production function coefficients, thirteen coefficients in the series approximation of $g(\cdot)$, and nine coefficients in the series approximation of $\eta(\cdot)$.

**Instruments:** The literature on optimal instruments shows that setting

$$A(z_j) = E\left[\frac{\partial v_j(\theta_0)^{\lambda}}{\partial \theta} \mid z_j\right],$$

where $\theta_0$ is the true value of $\theta$, minimizes the variance of the GMM estimator. For general non-linear models the conditional expectation in Equation (14) is difficult or perhaps even impossible to compute. Substituting a non-parametric estimate of it into the GMM problem is feasible but cumbersome.

Fortunately, however, our model affords a more direct approach because our estimation Equation (6) is linear in the endogenous variables and the reduced-form equations are available in closed form. Returning for simplicity to the example in Equations (7)–(9), the conditional expectation in Equation (14) presumes

$$\frac{1}{1-\beta_1} \left(-\lambda_l + g(\lambda_l + (1-\beta_1)l_{j, t-1} + (w_{j, t-1} - p_{j, t-1})) - (w_j - p_j)\right)$$

$$+ \frac{\partial g(\lambda_l + (1-\beta_1)l_{j, t-1} + (w_{j, t-1} - p_{j, t-1}))}{\partial \omega_{j, t-1}}.$$ 

Because we approximate the conditional expectation function $g(\cdot)$ by a univariate polynomial, this expression is a linear combination of the constant, $(w_j - p_j)$, and the complete set of polynomials in $l_{j, t-1}$ and $(w_{j, t-1} - p_{j, t-1})$. Using the constant, $(w_j - p_j)$, and the complete set of polynomials in $l_{j, t-1}$ and $(w_{j, t-1} - p_{j, t-1})$ as instruments therefore achieves the same variance as using optimal instruments.

In our empirical application we similarly use polynomials in the exogenous variables as instruments. This strategy is widely employed in the literature, e.g. in Wooldridge’s 2009 GMM version of the two-stage procedures of OP, LP, and ACF and in the sieve estimation procedure of Ai and Chen 2003, 2007; see also the discussion on p. 862 of Berry et al. 1995. The exogenous variables we rely on are the constant, $t$, $k_{j, t-1}$, $l_{j, t-1}$, $m_{j, t-1}$, $p_{j, t-1}$, $(w_{j, t-1} - p_{j, t-1})$, $(p_{M, t-1} - p_{M, t-1})$.

17. Equation (14) presumes $\Omega(z_j) = E\left[\frac{\partial v_j(\theta_0)^{\lambda}}{\partial \theta} \mid z_j\right] = \sigma_{\Omega}^2 I$. Instead of non-parametrically estimating $\Omega(z_j)$ along with $A(z_j)$ we use the two-step GMM estimator of Hansen 1982 to account for heteroskedasticity and autocorrelation of unknown form.
and expected productivity polynomials in the arguments of $h_{jt}$ and $r_{jt}$ because it is highly correlated with $d_{jt-1}$. Finally, we omit $(w_{jt} - p_{jt})$ and $(p_{Mjt} - p_{jt})$ to guard against potential endogeneity concerns.

In light of Equation (13) spanning the optimal instruments requires a complete set of polynomials in the arguments of $h_{jt}()$ interacted with $1(R_{jt-1} = 0)$ and a complete set of polynomials in the arguments of $h_{jt}()$ and $r_{jt-1}$ interacted with $1(R_{jt-1} > 0)$. To arrive at a number of overidentifying restrictions that is reasonable for the data at hand, we select after experimentation the most important terms for predicting the derivative in Equation (14).

For industries 4, 9, and 10 we use a basic set of 69 instruments: the constant, $t$, $k_{jt}$, $m_{jt-1}$, $1(R_{jt-1} > 0)$ (5 instruments); a complete set of polynomials in $p_{jt-1}$ and $d_{jt-1}$ (9 instruments); a complete set of polynomials in $h_{jt-1}$, $l_{jt-1}$, $(w_{jt-1} - p_{jt-1})$, and $(p_{Mjt-1} - p_{jt-1})$ (34 instruments); a univariate polynomial in $r_{jt-1}$ (3 instruments); and all interactions of degree less than three of $r_{jt-1}$ with $k_{jt-1}$, $l_{jt-1}$, $(w_{jt-1} - p_{jt-1})$, $(p_{Mjt-1} - p_{jt-1})$, $p_{jt-1}$, and $d_{jt-1}$ (18 instruments).

In the remaining industries, where we tend to have more data, we use additional instruments: in industries 2, 3, and 6 we add the interactions of $1(R_{jt-1} > 0)$ with $k_{jt-1}$, $l_{jt-1}$, $m_{jt-1}$, $(w_{jt-1} - p_{jt-1})$, and $(p_{Mjt-1} - p_{jt-1})$ (5 instruments); in industry 7 we add the interactions of $t - 1$ with $k_{jt-1}$, $l_{jt-1}$, $(w_{jt-1} - p_{jt-1})$, and $(p_{Mjt-1} - p_{jt-1})$ (4 instruments); and in industries 1 and 8 we do both.

Implementation: Gauss code for our estimator along with instructions for obtaining the data are available as supplementary data. To reduce the complexity of the GMM problem in Equation (12), we “concentrate out” the constant and the thirteen coefficients in the series approximation of $g(\cdot)$ that enter it linearly (Wooldridge, 2010, p. 435). To guard against local minima we have extensively searched over the remaining parameters, often using preliminary estimates to narrow down the range of these parameters.

Productivity estimates: Once the model is estimated, we can recover actual productivity $h_{jt}$ and expected productivity $g(\cdot)$ up to a constant. We estimate the productivity innovation $\xi_{jt}$ up to a constant as the difference between $h_{jt}$ and $g(\cdot)$. Taken together, $g(\cdot)$ and $\xi_{jt}$ characterize the controlled Markov process for productivity. We can also estimate the random shocks $e_{jt}$. In the remainder of this article we let $\hat{h}_{jt}$, $\hat{g}(\cdot)$, $\hat{\xi}_{jt}$, and $\hat{e}_{jt}$ denote these estimates.

4.3. Parametric vs. non-parametric inversion

We differ from the literature following OP by recognizing that the parametric specification of the production function in combination with the assumption that labour and materials are static inputs implies a known form for the inverse labour demand function $h_{jt}()$. We can thus parametrically recover unobserved productivity and control for it in estimating the parameters of the production function in Equation (1) and the law of motion for productivity in Equation (3).

A seeming drawback of our parametric approach is that it requires firm-level wage and price data. However, the same is true for a non-parametric approach: the demand for labour is a function of the wage and prices whether one inverts it parametrically or non-parametrically (see the discussion on p. 323 of LP); by spelling out the demand for labour in Equation (3) our parametric approach just makes the role of the wage and prices explicit.

In the absence of firm-level wage and price data, one may be able to replace the wage and prices in the firm’s short-run profit maximization problem by dummies (as in LP and ACF) or aggregate wage and price indices. This may be justified if firms can be assumed to operate in identical environments because inputs and output are homogenous or symmetrically differentiated. One may then also have to confront an issue raised by Bond and Söderbom (2005). They argue that,
absent any variation in the wage and prices, it may be hard to estimate the coefficients on static inputs in a Cobb–Douglas production function. Making full use of the structural assumptions by parametrically recovering unobserved productivity aids identification (Section 4.1). Moreover, we have but a single equation to estimate, and only the conditional expectation function $g(\cdot)$ is unknown and must be estimated non-parametrically (Section 4.2). This yields a particularly simple estimator for production functions. In contrast, the previous literature either relies on a two-stage procedure (OP, LP, and ACF) or jointly estimates a system of equations (Wooldridge, 2009). The fact that only the conditional expectation function $g(\cdot)$ is unknown and must be estimated non-parametrically means that our estimator can be applied even when the available data is insufficient to non-parametrically estimate an inverse labour demand function $h_l(\cdot)$ with more than just a few arguments.

Our parametric approach rests on the assumption that the demands for static inputs are the solution to the firm’s short-run profit maximization problem. This assumption may or may not be valid in a given application. However, as detailed in ACF, the non-parametric approach also relies on specific assumptions that may or may not be valid in a given application.

The non-parametric approach in OP, LP, and ACF extends to our model of endogenous productivity change. The advantage is that it can accommodate situations where the assumption of short-run profit maximization is violated. There are at least two difficulties, however. First, if input choices have dynamic implications say because of adjustment costs, then lagged input choices are typically state variables that must be accounted for in non-parametrically recovering unobserved productivity. Second, to the extent that the non-parametric approach relies on inverting decisions that have dynamic implications (as in OP and parts of ACF), it requires the researcher to first prove invertibility from the firm’s dynamic programming problem, and the discussion of Buettner (2005) in Section 2 suggests that this can be difficult especially if the productivity process is endogenized. We thus view our parametric approach as complementing the existing literature for situations where one can be reasonably confident in the assumption of short-run profit-maximization.

5. PRODUCTION FUNCTION ESTIMATES AND COMPARISON TO KNOWLEDGE CAPITAL MODEL

We first present our estimates of the production function and the Markov process that governs the evolution of productivity. We next show that the link between R&D and productivity is subject to a high degree of non-linearity and uncertainty. Then we provide a more detailed comparison of our model of endogenous productivity change and the knowledge capital model.

5.1. Production function estimates

Table 2 summarizes different production function estimates. Columns (1)–(3) report OLS estimates for the coefficients of the Cobb-Douglas production function in Equation (1). The coefficients are reasonable and returns to scale, as given by $\beta_k + \beta_l + \beta_m$, are close to constant.

Columns (4)–(6) of Table 2 report GMM estimates for our leading specification in Equation (6). Compared to the OLS estimates, the changes go in the direction expected from theory and match the results in OP and LP. The labour coefficients decrease considerably in eight industries while the capital coefficients increase somewhat in six industries. The materials coefficients show no particular pattern.

18. Essentially all one has to do is replace $\omega_{jt} = g(\omega_{jt-1}) + \xi_{jt}$ by $\omega_{jt} = g(\omega_{jt-1}, r_{jt-1}) + \xi_{jt}$; everything else remains the same (see De Loecker, 2010).
<table>
<thead>
<tr>
<th>Industry</th>
<th>OLS</th>
<th>GMM</th>
<th>Overidentifying restrictions test</th>
<th>Parameter restrictions test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capital</td>
<td>Labour</td>
<td>Materials</td>
<td>χ²(df)</td>
</tr>
<tr>
<td></td>
<td>(std. err.)</td>
<td>(std. err.)</td>
<td>(std. err.)</td>
<td>(std. err.)</td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>0.109</td>
<td>0.252</td>
<td>0.642</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.022)</td>
<td>(0.020)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>0.096</td>
<td>0.275</td>
<td>0.655</td>
<td>0.227</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.034)</td>
<td>(0.028)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>0.060</td>
<td>0.239</td>
<td>0.730</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.021)</td>
<td>(0.020)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>0.051</td>
<td>0.284</td>
<td>0.671</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.038)</td>
<td>(0.027)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>6. Transport equipment</td>
<td>0.080</td>
<td>0.289</td>
<td>0.636</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.033)</td>
<td>(0.046)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>7. Food, drink, and tobacco</td>
<td>0.094</td>
<td>0.177</td>
<td>0.739</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>8. Textile, leather, and shoes</td>
<td>0.059</td>
<td>0.335</td>
<td>0.605</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.024)</td>
<td>(0.019)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>9. Timber and furniture</td>
<td>0.079</td>
<td>0.283</td>
<td>0.670</td>
<td>0.131</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>10. Paper and printing products</td>
<td>0.092</td>
<td>0.321</td>
<td>0.621</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.029)</td>
<td>(0.025)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

* All standard errors are robust to heteroskedasticity and autocorrelation.
To assess the validity of our estimates we subject them to a battery of specification tests and robustness checks.20

Overidentifying restrictions: We first test for overidentifying restrictions or validity of the moment conditions.21 At a 5% level the validity of the moment conditions cannot be rejected in any industry, see Columns (7) and (8) of Table 2.

The lagged wage and the lagged price of materials play a key role in the estimation. To more explicitly validate them as instruments we compute the difference in the value of the objective function for our leading specification to its value when the subset of moments involving either the lagged wage or the lagged price of materials are excluded.22 The exogeneity assumption on the lagged wage is rejected in industry 8 at a 5% level while that on the lagged price of materials cannot be rejected in any industry.

We similarly assess the validity of lagged labour, lagged materials, and current and lagged capital as instruments. While the exogeneity assumption on lagged labour cannot be rejected in any industry at a 5% level, that on lagged materials is rejected in industry 8. Finally, the exogeneity assumption on current and lagged capital is rejected at a 5% level in industries 2 and 10. Viewing all these tests in conjunction, however, we feel that there is little ground for concern regarding the validity of the moment conditions that we are using.

Imperfect competition: We test for perfect competition in the product market with \( h(\cdot) = \infty \) by removing the function in the price of output \( p_H \) and the demand shifter \( d_J \) from \( h(\cdot) \) in Equation (5). The data reject perfect competition at a 5% level in seven industries and in all industries at a 10% level. Our estimates of the average elasticity of demand are around 2.

Parameter restrictions: The coefficients \( \beta_k, \beta_l, \) and \( \beta_m \) appear both in the production function in Equation (1) and in the inverse labour demand function in Equation (5). We test the implied restrictions on the parameters of our estimation Equation (6). As Columns (9) and (10) of Table 2 show, we reject at a 5% level that the coefficients in the production function equal their counterparts in the inverse labour demand function in industries 1 and 7.

19. We follow LP and ACF and do not account for sample selection by modelling a firm’s exit decision because the institutional realities in Spain render it unlikely that a firm is able to exit the industry immediately after receiving an adverse shock to productivity (see, e.g., Dukov et al., 2002). Moreover, regressing a dummy for exiting in the subsequent period on a dummy for engaging in R&D in the current period, time dummies, product submarket dummies, an index of market dynamism, a dummy for large firms with more than 200 workers, and a dummy for firms older than five years shows that being engaged in R&D is associated with a reduced probability of exit in many industries. This may be because innovative activities often imply large sunk cost that make a firm more reluctant to exit the industry or at least to exit it immediately, thus further mitigating the potential for sample selection.

20. The value of the GMM objective function for the optimal estimator, scaled by \( N \), has a limiting \( \chi^2 \) distribution with \( L - P \) degrees of freedom, where \( L \) is the number of instruments and \( P \) the number of parameters to be estimated.

21. To use the same weighting matrix for both specifications, we delete the rows and columns corresponding to the excluded moments from the weighting matrix of the optimal estimator.

22. As a further check we have replaced the lagged firm-specific wage as an instrument by the lagged average earnings per hour of work in the manufacturing sector from the Encuesta de Salarios, an employee survey conducted by the Instituto Nacional de Estadísticas. Compared to Columns (4)–(6) of Table 2, the standard errors tend to increase as expected from an instrument that does not vary across firms. The most visible changes are in the labour coefficient, which increases in industries 1, 3, 9, and 10 and decreases in industries 4, 6, and 8. The capital coefficient decreases in industries 3 and 9 and increases in industries 4, 6, 7, and 8. The materials coefficient remains essentially the same in all industries. The absence of systematic changes confirms that the variation in \( w_{jt-1} \) is exogenous with respect to \( \ell_{jt} \) and therefore useful in estimating Equation (4).

23. We test whether the model satisfies one or more restrictions by using the weighting matrix for the optimal estimator to compute the restricted estimator. The difference of the GMM objective functions, scaled by \( N \), has a limiting \( \chi^2 \) distribution with degrees of freedom equal to the number of restrictions. Similarly, we test whether one or more restrictions can be relaxed by using the weighting matrix for the optimal estimator to compute the unrestricted estimator.
There are many possible reasons. First, the functional form of the production function in Equation (1) may be inappropriate. However, the Cobb–Douglas production function is a first-order differential approximation to a general production function (Chambers, 1988, Sections 5.1 and 5.5). Second, the functional form of the inverse labour demand function in Equation (5) may be inappropriate if the labour decision has dynamic consequences. In measuring labour we combine the hours worked by permanent workers with the hours worked by temporary workers. A concern may be that these types of workers differ in their productivity and the degree of flexibility that firms have in adjusting them. We return to this concern below. Third, the literature following OP rests on the assumption that unobserved productivity can be recovered from observed decisions without error. To this end, it rules out measurement error by way of the so-called scalar unobservable assumption (Ackerberg et al., 2007, Section 2.3). Our estimator is similarly vulnerable to measurement error. Indeed, as we show in Appendix B, imperfectly observable wages and prices may drive a wedge between the coefficients in the production function and their counterparts in the inverse labour demand function. In our view, measurement error is a plausible explanation for rejecting the parameter restrictions, especially because the existing literature has emphasized the importance of measurement error in practice (see, e.g. p. 326 of LP).

The parameter restrictions test is just one of many specification tests that we conduct. While in industries 1 and 7 there is a statistical tension between $\beta_k$, $\beta_l$, and $\beta_m$ in the production function and in the inverse labour demand function, there is evidence that the scope of the problem is limited. First, if in industries 1 and 7 we test one coefficient at a time, then we reject at a 5% level that that coefficient in the production function equals its counterpart in the inverse labour demand function in one of six cases. This suggests that the gap for any individual coefficient tends to be small. Second, we no longer reject the parameter restrictions in industries 1 and 7 at a 5% level if we simply use more instruments. This suggests that the instruments we select for our leading specification do not fully account for all the non-linearities in the estimation Equation (6) so that a pattern remains in the residuals. Third, our conclusions regarding the link between productivity and R&D remain unchanged if we drop the parameter restrictions to consistently estimate the parameters of the production function and recover productivity in case wages and prices are imperfectly observable (see Appendix B for details).

**Alternative inversion:** Our model allows us to alternatively use labour or materials to recover productivity. The inverse materials demand function is

$$h_m(t, k_{jt}, m_{jt}, p_{jt}, w_{jt}, p_{Mjt}, d_{jt}) = \lambda_m - \beta_0 t - \beta_k k_{jt} + (1 - \beta_l - \beta_m) m_{jt} + \beta_l (w_{jt} - p_{jt}) + (1 - \beta_l) (p_{Mjt} - p_{jt}) - \ln \left(1 - \eta(p_{jt}, d_{jt})\right),$$

where $\lambda_m = -\beta_0 - (1 - \beta_l) \ln \beta_m - \beta_l \ln \beta_l - \mu$ combines constants.

Columns (1)-(3) of Table report GMM estimates of the production function coefficients and Columns (4)-(6) specification tests when we use the inverse materials demand function $h_m(\cdot)$ instead of the inverse labour demand function $h_l(\cdot)$. The estimates using materials have problems. We reject the validity of the moment conditions in four industries at a 5% level. We further reject

24. This implies that the marginal productivity underlying the demand for labour in Equation (4) is a zero-order approximation. The usefulness of these approximations is limited by the fact that they hold for an arbitrary but fixed vector of inputs whereas in practice firms differ widely in the inputs they use.

25. The literature has just begun to relax this assumption by combining different inversions while allowing each of them to be subject to error (Huang and Hu, 2011).
### TABLE 3

Production function estimates and specification tests: inverse materials demand function

<table>
<thead>
<tr>
<th>Industry</th>
<th>GMM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Overidentifying restrictions test</th>
<th>Param. re. test $\chi^2(3)$</th>
<th>Non-nest. test $N(0,1)$</th>
<th>Equality of capital $\chi^2(1)$</th>
<th>Equality of sum of lab. and mat. $\chi^2(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Capital (std. err.)</td>
<td>Labour (std. err.)</td>
<td>Materials (std. err.)</td>
<td>$\chi^2(\text{df})$</td>
<td>$p$ val.</td>
<td>$\text{p}$ val.</td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>0.123 (0.013)</td>
<td>0.247 (0.014)</td>
<td>0.543 (0.022)</td>
<td>70.63 0.086</td>
<td>10.604 −0.959</td>
<td>0.179 0.167</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>0.123 (0.014)</td>
<td>0.315 (0.012)</td>
<td>0.604 (0.018)</td>
<td>51.73 0.294</td>
<td>0.855 0.592</td>
<td>23.540 36.398</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>0.106 (0.017)</td>
<td>0.240 (0.012)</td>
<td>0.622 (0.024)</td>
<td>52.48 0.270</td>
<td>6.178 −0.688</td>
<td>0.741 1.525</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>0.078 (0.013)</td>
<td>0.352 (0.014)</td>
<td>0.550 (0.019)</td>
<td>39.85 0.650</td>
<td>6.232 −0.389</td>
<td>0.400 1.028</td>
</tr>
<tr>
<td>5. Transport equipment</td>
<td>0.139 (0.016)</td>
<td>0.239 (0.016)</td>
<td>0.553 (0.022)</td>
<td>59.59 0.103</td>
<td>10.415 0.000</td>
<td>1.264 2.448</td>
</tr>
<tr>
<td>6. Food, drink, and tobacco</td>
<td>0.147 (0.017)</td>
<td>0.211 (0.011)</td>
<td>0.608 (0.025)</td>
<td>53.58 0.206</td>
<td>13.825 −2.169</td>
<td>20.024 8.941</td>
</tr>
<tr>
<td>7. Textile, leather, and shoes</td>
<td>0.204 (0.025)</td>
<td>0.294 (0.012)</td>
<td>0.334 (0.041)</td>
<td>69.48 0.044</td>
<td>3.071 −0.701</td>
<td>32.347 36.605</td>
</tr>
<tr>
<td>8. Timber and furniture</td>
<td>0.037 (0.015)</td>
<td>0.266 (0.013)</td>
<td>0.666 (0.018)</td>
<td>68.25 0.008</td>
<td>33.408 −1.298</td>
<td>26.224 60.464</td>
</tr>
<tr>
<td>9. Paper and printing products</td>
<td>0.162 (0.013)</td>
<td>0.329 (0.016)</td>
<td>0.499 (0.016)</td>
<td>61.43 0.027</td>
<td>3.371 −2.109</td>
<td>3.496 1.124</td>
</tr>
</tbody>
</table>

<sup>a</sup> All standard errors are robust to heteroskedasticity and autocorrelation.
the parameter restrictions in four industries. Finally, the capital coefficient in industry 9 and the materials coefficient in industry 8 are implausibly small.

To compare the overall goodness of fit we apply the Rivers and Vuong (2002) test for model selection among non-nested models. As can be seen from Column (7) of Table 3 at a 5% level the data do not favour one inversion over another in seven industries. In the remaining two industries labour is favoured over materials.

Following LP we test whether the capital coefficient is the same when we use materials instead of labour to recover productivity. We cannot reject the equality of the capital coefficient in five industries at a 5% level, see Column (8) of Table 3. Moreover, the estimates using materials are especially problematic in three of the four industries where we reject.

To the extent that different inversions perform differently there is a gap between the model and the data-generating process. While pinpointing the exact source of this gap is difficult, our findings are consistent with materials being more prone to measurement error than labour due to inventories and, in particular, subcontracting and outsourcing. Over 40% of firms contract for parts and pieces with outside providers and, among these firms, outsourcing on average amounts to over 20% of the value of materials. A firm outsources to gain access to cheaper or better parts and pieces than it can produce inhouse (Antràs and Helpman 2004; Helpman et al. 2004; Grossman and Rossi-Hansberg 2008). Treating materials as a single input into the production process therefore introduces an additional unobservable in the form of the prices and productivities of subcontracted parts and pieces and those produced inhouse into the first-order conditions for static inputs. This additional unobservable may act like measurement error and cause us to reject the parameter restrictions test by driving a wedge between the coefficients in the production function and their counterparts in the materials labour demand function (see again Appendix B).

Comparing the labour and materials coefficients finally reveals an interesting pattern that the parameter restrictions in four industries. Finally, the capital coefficient in industry 9 and the materials coefficient in industry 8 are implausibly small.

To compare the overall goodness of fit we apply the Rivers and Vuong (2002) test for model selection among non-nested models. As can be seen from Column (7) of Table 3 at a 5% level the data do not favour one inversion over another in seven industries. In the remaining two industries labour is favoured over materials.

Following LP we test whether the capital coefficient is the same when we use materials instead of labour to recover productivity. We cannot reject the equality of the capital coefficient in five industries at a 5% level, see Column (8) of Table 3. Moreover, the estimates using materials are especially problematic in three of the four industries where we reject.

To the extent that different inversions perform differently there is a gap between the model and the data-generating process. While pinpointing the exact source of this gap is difficult, our findings are consistent with materials being more prone to measurement error than labour due to inventories and, in particular, subcontracting and outsourcing. Over 40% of firms contract for parts and pieces with outside providers and, among these firms, outsourcing on average amounts to over 20% of the value of materials. A firm outsources to gain access to cheaper or better parts and pieces than it can produce inhouse (Antràs and Helpman 2004; Helpman et al. 2004; Grossman and Rossi-Hansberg 2008). Treating materials as a single input into the production process therefore introduces an additional unobservable in the form of the prices and productivities of subcontracted parts and pieces and those produced inhouse into the first-order conditions for static inputs. This additional unobservable may act like measurement error and cause us to reject the parameter restrictions test by driving a wedge between the coefficients in the production function and their counterparts in the materials labour demand function (see again Appendix B).

Comparing the labour and materials coefficients finally reveals an interesting pattern that the parameter restrictions in four industries. Finally, the capital coefficient in industry 9 and the materials coefficient in industry 8 are implausibly small.

To compare the overall goodness of fit we apply the Rivers and Vuong (2002) test for model selection among non-nested models. As can be seen from Column (7) of Table 3 at a 5% level the data do not favour one inversion over another in seven industries. In the remaining two industries labour is favoured over materials.

Following LP we test whether the capital coefficient is the same when we use materials instead of labour to recover productivity. We cannot reject the equality of the capital coefficient in five industries at a 5% level, see Column (8) of Table 3. Moreover, the estimates using materials are especially problematic in three of the four industries where we reject.

To the extent that different inversions perform differently there is a gap between the model and the data-generating process. While pinpointing the exact source of this gap is difficult, our findings are consistent with materials being more prone to measurement error than labour due to inventories and, in particular, subcontracting and outsourcing. Over 40% of firms contract for parts and pieces with outside providers and, among these firms, outsourcing on average amounts to over 20% of the value of materials. A firm outsources to gain access to cheaper or better parts and pieces than it can produce inhouse (Antràs and Helpman 2004; Helpman et al. 2004; Grossman and Rossi-Hansberg 2008). Treating materials as a single input into the production process therefore introduces an additional unobservable in the form of the prices and productivities of subcontracted parts and pieces and those produced inhouse into the first-order conditions for static inputs. This additional unobservable may act like measurement error and cause us to reject the parameter restrictions test by driving a wedge between the coefficients in the production function and their counterparts in the materials labour demand function (see again Appendix B).

Comparing the labour and materials coefficients finally reveals an interesting pattern that the parameter restrictions in four industries. Finally, the capital coefficient in industry 9 and the materials coefficient in industry 8 are implausibly small.
cost for hiring and firing permanent workers. In Appendix C we extend our model from Section 2 in two ways. First, we replace the production function in Equation (1) by

\[ y_{jt} = \beta_0 + \beta_t l_{jt} + \beta_k k_{jt} + \beta_m \alpha p_{jt} + \beta_m (1 - \alpha) l_{jt} + \beta_m m_{jt} + \omega_{jt} + \epsilon_{jt}, \]  

(15)

where \( l_{jt} \) and \( l_{jt} \) are the log of permanent and temporary labour, respectively, and \( \alpha \) parameterizes productivity differences between permanent and temporary workers.\(^{27}\) Second, we introduce adjustment costs \( C_L \left( L_{jt}, L_{jt-1} \right) \) into the Bellman Equation (2). To be able to retain our approach to estimation, we restrict ourselves to convex adjustment costs (Cooper and Willis, 2004).\(^{28}\) As we show in Appendix C, the first-order conditions for permanent and temporary labour can be combined into an aggregate labour demand function

\[ l(s_{jt}) + c_{1j} = \frac{1}{1 - \beta_l - \beta_m} \left( \beta_0 + (1 - \beta_m) \ln \beta_l + \beta_m \ln \beta_m + \mu + \beta_l + \beta_k k_{jt} + \omega_{jt} \right) - (1 - \beta_m)(w_{jt} + c_{2j} - c_{1j} - p_{jt}) - \beta_m (p_{jt} - p_{jt}) + \ln (1 - \frac{1}{\eta(p_{jt}, d_{jt})}), \]  

(16)

where

\[ c_{1j} = \alpha \ln (1 - S_{jt}) + (1 - \alpha) \ln S_{jt}, \]  

(17)

\[ c_{2j} = \ln \left( 1 + \frac{(1 - S_{jt}) \Delta_{jt}}{1 + (W_{jt} - W_{jt}) S_{jt}} \right), \]  

(18)

\( S_{jt} \) is the share of temporary (as opposed to permanent) workers in our data, \( \Delta_{jt} \) is the gap between the wage of permanent workers \( W_{jt} \) and their shadow wage as defined in Equation (C.2), and \( (W_{jt} - W_{jt}) / W_{jt} \) is the wage premium of temporary workers.\(^{29}\)

Comparing Equation (16) to Equation (4) shows that allowing for productivity differences and adjustment costs amounts to correcting the labour and wage variables \( l_{jt} \) and \( w_{jt} \) in our data by \( c_{1j} \) and \( c_{2j} \). The difficulty in implementing this correction is that our data lacks some of the constituent parts of the corrections \( c_{1j} \) and \( c_{2j} \).

First, we estimate the wage premium of temporary workers \( (W_{jt} - W_{jt}) / W_{jt} \) by regressing the log of the wage \( w_{jt} \) on the share of temporary workers \( S_{jt} \), the share of white (as opposed to blue) collar workers, and the shares of engineers and technicians (as opposed to unskilled workers).\(^{29}\) In addition to these descriptors of the work force, we include time dummies, region dummies, product submarket dummies, and an array of other firm characteristics, namely an index of technological sophistication, an index of market dynamism, a dummy for the identification of

---

27. While we assume that the elasticity of substitution between permanent and temporary labour is unity, Aguirregabiria and Alonso-Borrego (2009) assume that is infinite. We leave it to future research to estimate the elasticity of substitution rather than assume it.


29. Except for the share of temporary workers, we have these measures in the year a firm enters the sample and then every four years. In what follows we assume that the work force is unchanging in the interim. We further assume that the joint distribution (e.g. temporary white collar engineers) is the product of the marginal distributions that we observe.
ownership and control, and a third-order polynomial in age. We take the dummies and other firm characteristics to be exogenous to the firm, at least in the short run. The estimated coefficient $\hat{\gamma}_T$ on $S_{Tj}$ is the wage premium of temporary workers $\left(\frac{W_{Tj} - W_{Pj}}{W_{Pj}}\right)$. As Column (1) of Table 4 shows, $\hat{\gamma}_T$ is negative and significant, in line with our expectation that temporary workers earn less than permanent workers. The wage regression fits the data well (Column (2)).

Second, because the first-order conditions for permanent and temporary labour presume an interior solution, we exclude observations with $S_{Tj}=0$ and thus $L_{Tj}=0$ from the analysis (compare Columns (3) and (4) of Table 4 to Columns (1) and (2) of Table 2). To estimate $\alpha$ and $\Delta_j$ we note that the first-order conditions imply

$$\frac{W_{Tj}S_{Tj}}{W_{Pj}(1-S_{Tj})} = \left(1 - \frac{\alpha}{\alpha_j}\right) \left(1 + \Delta_j\right). \tag{19}$$

Hence, if $E(\Delta_j) = 0$ for a given firm, then using the definition of $\hat{\gamma}_T$ and appealing to the analogy principle we obtain the firm-specific estimate

$$\hat{\alpha}_j = \left(1 + \hat{\gamma}_T\right) \frac{S_{Tj}}{1 - S_{Tj}} - 1.$$

These estimates, while not consistent for the small values of $T_j$ in our data, ensure that our model is consistent with the share of temporary workers. Column (5) of Table 4 shows that the average of the implied firm-specific estimate $\hat{\alpha}$ ranges from 0.66 to 0.88 across industries. While $\hat{\alpha}$ varies across the firms within an industry, it seems clear that the productivity of permanent workers differs from that of temporary workers.

With the corrections $c_{1jt}$ and $c_{2jt}$ in hand, we recover productivity from the aggregate labour demand function in Equation (16). We again exclude observations with $S_{Tj}=0$ and thus $L_{Tj}=0$ from the analysis because the aggregate labour demand function presumes an interior solution for permanent and temporary workers. The production function estimates in Column (6)–(8) of Table 4 are broadly comparable to those in Columns (4)–(6) of Table 2. The most visible changes are as expected in the labour coefficient, which increases in industries 1, 2, 3, 6, and 7 and decreases in industries 4, 8, 9, and 10. The capital coefficient decreases in industries 1, 2, 3, 4, and 6 and increases in industries 7, 8, and 10. The materials coefficient increases slightly in industries 2, 4, and 8 and remains essentially the same in the remaining industries. The absence of systematic changes suggests that combining the hours worked of permanent and temporary workers in our leading specification does not distort the estimates in a major way. Note, however, that at a 5% level we reject the validity of the moment conditions in industry 7 and that we have been unable to obtain second-step GMM estimates in industry 9 (Columns (9) and (10)).

Our conclusions regarding the link between R&D and productivity are similarly robust (compare the average difference in expected productivity between performers and non-performers in Column (10) of Table 4 to Column (1) of Table 6). We return to productivity levels and growth below.

30. Decomposing the right-hand side of Equation (19) into firm and time fixed effects to estimate $\alpha$ and $\Delta_j$ yields similar results.
<table>
<thead>
<tr>
<th>Industry</th>
<th>Wage regression$^a$</th>
<th>GMM$^b$</th>
<th>Overidentif. restr. test$^b$</th>
<th>Diff. of means$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\alpha}$</td>
<td>$\hat{\sigma}$</td>
<td>$\hat{\theta}$</td>
<td>$\chi^2(df)$</td>
</tr>
<tr>
<td></td>
<td>(s. e.)</td>
<td>(s. e.)</td>
<td>(s. e.)</td>
<td>(s. e.)</td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>0.405 (0.063)</td>
<td>0.599 (0.200)</td>
<td>1046 (0.009)</td>
<td>262 (0.015)</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>0.414 (0.105)</td>
<td>0.701 (0.016)</td>
<td>477 (0.012)</td>
<td>129 (0.014)</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>0.494 (0.086)</td>
<td>0.680 (0.010)</td>
<td>1019 (0.016)</td>
<td>250 (0.012)</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>0.183 (0.088)</td>
<td>0.594 (0.015)</td>
<td>439 (0.020)</td>
<td>118 (0.013)</td>
</tr>
<tr>
<td>6. Transport equipment</td>
<td>0.625 (0.072)</td>
<td>0.664 (0.012)</td>
<td>538 (0.018)</td>
<td>138 (0.012)</td>
</tr>
<tr>
<td>7. Food, drink, and tobacco</td>
<td>0.366 (0.064)</td>
<td>0.659 (0.011)</td>
<td>1222 (0.015)</td>
<td>290 (0.015)</td>
</tr>
<tr>
<td>8. Textile, leather, and shoes</td>
<td>-0.323 (0.055)</td>
<td>0.620 (0.011)</td>
<td>1023 (0.017)</td>
<td>269 (0.014)</td>
</tr>
<tr>
<td>9. Timber and furniture$^e$</td>
<td>-0.323 (0.070)</td>
<td>0.618 (0.028)</td>
<td>499 (0.031)</td>
<td>129 (0.030)</td>
</tr>
<tr>
<td>10. Paper and printing products</td>
<td>-0.259 (0.107)</td>
<td>0.694 (0.015)</td>
<td>518 (0.015)</td>
<td>142 (0.019)</td>
</tr>
</tbody>
</table>

$^a$ All standard errors are robust to heteroskedasticity and autocorrelation.
$^b$ Conditional on nonzero temporary workers in period $t - 1$.
$^c$ First-step GMM estimates.
5.2. Non-linearity and uncertainty

A key contribution of this article is to endogenize the productivity process. We assess the role of R&D by comparing the controlled Markov process in Equation (3) with an exogenous Markov process (as in OP, LP, and ACF). To this end, we test whether R&D can be excluded from the conditional expectation function \( g(\cdot) \) so that \( g_{10} = g_{10}(h_{jt-1} - \lambda_i) = g_{111}(h_{jt-1} - \lambda_i, r_{jt-1}) \) in Equation (3). As Columns (1) and (2) of Table 5 show, in all industries the exogenous Markov process is clearly rejected.

We next ask if the evolution of productivity depends on the amount of R&D expenditures in addition to whether or not a firm engages in R&D. The data reject the restriction \( g_{11}(h_{jt-1} - \lambda_i, r_{jt-1}) = g_{11}(h_{jt-1} - \lambda_i) \) in all industries at a 5% level.

Finally we ask if further lags of R&D expenditures matter. The impact of \( r_{jt-1} \) on \( o_{jt} \) in Equation (3) may be moderated by \( r_{jt-2} \). Or it may be that R&D expenditures take more than one period to come to fruition, although the available evidence points to rather short gestation periods (see pp. 82–84 of Pakes and Schankerman (1984) and the references therein). For the four industries with the largest number of observations we replace \( g_{11}(h_{jt-1} - \lambda_i, r_{jt-1}) \) in Equation (3) by \( g_{111}(h_{jt-1} - \lambda_i, r_{jt-1}, r_{jt-2}) \), where we set \( r_{jt-2} = 0 \) if \( R_{jt-2} = 0 \). We reject our leading specification at a 5% level in industry 3 but not in industries 1, 7, and 8. In industry 3 (chemical products) investments in knowledge may be especially cumulative in that many research projects continue—and directly build on—previous ones. This may also create an incentive for firms “to keep R&D going”, and indeed industry 3 has the largest share of stable performers (see again Column (11) of Table 1). Overall, however, we feel that our leading specification is a reasonable first pass at endogenizing the productivity process.

**Non-linearity:** As a step toward exploring the link between R&D and productivity, we test whether the conditional expectation function \( g(\cdot) \) is separable in already attained productivity \( o_{jt-1} \) and R&D expenditures \( r_{jt-1} \) so that \( g_{11}(h_{jt-1} - \lambda_i, r_{jt-1}) = g_{111}(h_{jt-1} - \lambda_i) + g_{112}(r_{jt-1}) \) in Equation (3). Columns (3) and (4) of Table 5 indicate that this restriction is rejected in eight industries at a 5% level and in all industries at a 10% level. Hence, the R&D process can hardly be considered separable. From the economic point of view this stresses that the impact of current R&D on future productivity depends crucially on current productivity, and that current and past investments in knowledge interact in a complex fashion.

To illustrate the nature of these interactions, we compute the percentage of observations where

\[
\frac{\partial^2 g(o_{jt-1}, r_{jt-1})}{\partial o_{jt-1} \partial r_{jt-1}} = \frac{1}{R_{jt-1}} \cdot \frac{\partial^2 g(o_{jt-1}, r_{jt-1})}{\partial o_{jt-1} \partial r_{jt-1}}
\]

is significantly positive (negative) at a 5% level so that productivity (and the level of) R&D expenditures are, at least locally, complements (substitutes) in the accumulation of productivity. While in industry 8 productivity and R&D expenditures are substitutes for a substantial fraction of observations, there is evidence of complementarities in industries 1, 2, 3, 4, 6, 9, and 10. Current productivity thus tends to reinforce the impact of current R&D on future productivity.

**Uncertainty:** Turning from non-linearity to uncertainty, Column (5) of Table 5 tells us the ratio of the variance of the random shock \( \epsilon_{jt} \) to the variance of unobserved productivity \( o_{jt} \). Despite differences among industries, the variances are quite similar in magnitude. This suggests that unobserved productivity is at least as important in explaining the data as the host of other factors that are embedded in the random shock.

Column (6) of Table 5 gives the ratio of the variance of the productivity innovation \( \xi_{jt} \) to the variance of actual productivity \( o_{jt} \). The ratio shows that the unpredictable component accounts for a large part of productivity, between 25% and 75%. Interestingly enough, a high degree of uncertainty in the R&D process seems to be characteristic for both some of the most and some of
<table>
<thead>
<tr>
<th>Industry</th>
<th>Exogeneity test</th>
<th></th>
<th>Separability test</th>
<th></th>
<th>Knowledge capital model tests</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\chi^2$ (10)</td>
<td>$p$ val.</td>
<td>$\chi^2$ (3)</td>
<td>$p$ val.</td>
<td>$\text{Var}(\epsilon_{ij})$</td>
<td>$\text{Var}(\omega_{ij})$</td>
<td>$\text{Var}(\xi_{ij})$</td>
<td>$\text{Var}(\omega_{ij})$</td>
<td>$\text{Var}(\xi_{ij})$</td>
<td>$N(0,1)$</td>
<td>$p$ val.</td>
<td>$N(0,1)$</td>
<td>$p$ val.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
<td>(10)</td>
<td>(11)</td>
<td>(12)</td>
<td></td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>65.55</td>
<td>0.000</td>
<td>16.360</td>
<td>0.001</td>
<td>0.735</td>
<td>0.407</td>
<td>-2.815</td>
<td>0.002</td>
<td>-2.431</td>
<td>0.008</td>
<td>-1.987</td>
<td>0.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>92.65</td>
<td>0.000</td>
<td>13.027</td>
<td>0.005</td>
<td>0.842</td>
<td>0.401</td>
<td>-2.041</td>
<td>0.021</td>
<td>-1.541</td>
<td>0.062</td>
<td>-0.784</td>
<td>0.216</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>40.79</td>
<td>0.000</td>
<td>8.647</td>
<td>0.034</td>
<td>0.749</td>
<td>0.244</td>
<td>-3.239</td>
<td>0.001</td>
<td>-2.090</td>
<td>0.018</td>
<td>-1.400</td>
<td>0.081</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>51.88</td>
<td>0.000</td>
<td>11.605</td>
<td>0.009</td>
<td>1.410</td>
<td>0.505</td>
<td>-2.693</td>
<td>0.004</td>
<td>-1.588</td>
<td>0.056</td>
<td>-1.493</td>
<td>0.068</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Transport equipment</td>
<td>56.85</td>
<td>0.000</td>
<td>18.940</td>
<td>0.000</td>
<td>1.626</td>
<td>0.524</td>
<td>-2.317</td>
<td>0.010</td>
<td>-2.042</td>
<td>0.021</td>
<td>-1.821</td>
<td>0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Food, drink, and tobacco</td>
<td>38.29</td>
<td>0.000</td>
<td>7.186</td>
<td>0.066</td>
<td>1.526</td>
<td>0.300</td>
<td>-3.263</td>
<td>0.001</td>
<td>-2.499</td>
<td>0.006</td>
<td>-0.901</td>
<td>0.184</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Textile, leather, and shoes</td>
<td>29.91</td>
<td>0.001</td>
<td>18.417</td>
<td>0.000</td>
<td>1.121</td>
<td>0.750</td>
<td>-2.770</td>
<td>0.003</td>
<td>-1.788</td>
<td>0.037</td>
<td>-1.488</td>
<td>0.068</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Timber and furniture</td>
<td>118.17</td>
<td>0.000</td>
<td>32.260</td>
<td>0.000</td>
<td>1.417</td>
<td>0.515</td>
<td>-2.510</td>
<td>0.006</td>
<td>-2.097</td>
<td>0.018</td>
<td>-1.028</td>
<td>0.152</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Paper and printing products</td>
<td>59.73</td>
<td>0.000</td>
<td>23.240</td>
<td>0.000</td>
<td>0.713</td>
<td>0.433</td>
<td>-3.076</td>
<td>0.001</td>
<td>-2.210</td>
<td>0.014</td>
<td>-1.595</td>
<td>0.055</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3. Comparison to knowledge capital model

The knowledge capital model of Griliches (1979) has remained a cornerstone of the productivity literature. It augments a standard production function with a measure of the current state of technical knowledge yielding

\[ y_{jt} = \beta_0 + \beta_1 t + \beta_2 k_{jt} + \beta_3 l_{jt} + \beta_4 m_{jt} + \epsilon c_{jt} + \epsilon_{jt}, \tag{20} \]

where \( c_{jt} \) is the stock of knowledge capital of firm \( j \) in period \( t \) and \( \epsilon \) is the elasticity of output with respect to this stock.

While the knowledge capital model has been used in hundreds of studies on firm-level productivity, the underlying empirical strategy has changed little over the years (see the surveys by Mairesse and Sassenou (1991), Griliches (1995, 2000), and Hall et al. (2010)). Almost all studies use a simple perpetual inventory or declining balance methodology to construct the stock of knowledge capital from the firm’s observed R&D expenditures as

\[ C_{jt} = (1 - \delta) C_{jt-1} + R_{jt-1}, \]

where \( \delta \) is a single constant rate of depreciation. This assumes linear and certain accumulation of knowledge from period to period in proportion to R&D expenditures as well as linear and certain depreciation.

From a practical point of view, there are at least two problems. First, estimating the rate of depreciation \( \delta \) using distributed lag models is notoriously difficult, even in case of physical capital (Pakes and Schankerman, 1984; Pakes and Griliches, 1984; Nadiri and Prucha, 1996). Because our own attempts at estimating \( \delta \) together with the parameters in Equation (20) have largely failed, we follow Hall and Mairesse (1995) and assume a rate of depreciation of 0.15 (see also p. 16 of Hall et al., 2010). Second, the available history of R&D expenditures is often not very long and there rarely is information on the initial stock of knowledge capital. We again follow Hall and Mairesse (1995) and estimate the initial condition from the date of birth of the firm by extrapolating its average R&D expenditures during the time that it is observed.

We test this basic—albeit most widely used—form of the knowledge capital model against our dynamic investment model. The non-nested test very clearly rejects the knowledge capital model in its basic form, see Columns (7) and (8) of Table 5.

Replacing \( \epsilon c_{jt} \) by \( \omega_{jt} \) in Equation (20) shows that the basic knowledge capital model can be understood as a special case of our model in which the stochastic process that governs productivity has degenerated to a deterministic process with a particular functional form for \( g(\cdot) \). Given that we have already shown that non-linearity and uncertainty play a large role in the link between R&D and productivity, it is therefore not surprising that the data favour our model.

There are few attempts to relax the linearity and certainty assumptions of the basic knowledge capital model. Griliches (1979) allows for a random shock to the constructed stock of knowledge capital. Being entirely transitory, however, this shock is absorbed by the error term of the production function and hence does not capture the uncertainties inherent in the R&D process (p. 100).

[31. For firms without a positive stock of knowledge capital we drop the term \( \epsilon c_{jt} \) from Equation (20) and specify a different constant.]
This model has two Markov processes, one for the deterministic component of productivity ($\omega$ and hence $C_{jt}$ of knowledge capital from vanishing if a firm does not engage in R&D in a single year the complementarities and uncertainties in the accumulation of knowledge. To prevent the stock of knowledge capital from the firm’s observed R&D expenditures, contrary to the standard approach in the knowledge capital literature. To be able to proceed without constructing the stock of knowledge capital [Hall and Hayashi 1989] and [Klette 1996] develop variance-components and pseudo-difference approaches to estimation.

We recast their law of motion in our setting by taking logs and letting $o_{jt} = c_{jt}$ to write

$$o_{jt} = \sigma o_{jt-1} + \epsilon(1-\sigma)\ln(1+\exp(r_{jt-1}))+\xi_{jt}$$

and hence $o_{jt} = g(o_{jt-1},r_{jt-1})+\xi_{jt}$, a special case of our controlled first-order Markov process with a particular functional form for $g(.)$. The non-nested test rejects this first generalization of the knowledge capital model in seven industries at a 5% level and in all industries at a 10% level, see Columns (9) and (10) of Table 5.32. We obtain very similar results if we start with a law of motion of the form $C_{jt} = C_{jt-1}(1+R_{jt-1})^{1-\sigma}\epsilon \xi_{jt}$.

Aside from the additional flexibility from non-parametrically estimating the conditional expectation function $g(.)$, our setting differs from [Hall and Hayashi 1989] and [Klette 1996] in that it allows us to infer a firm’s unobserved productivity from its observed decisions. In contrast, neither [Hall and Hayashi 1989] nor [Klette 1996] can recover a firm’s stock of knowledge capital or assess its productivity even after the model has been estimated.

Our second generalization builds on Griliches and Mairesse (1998) and combines the knowledge capital model with the literature following OP (see pp. 190–194 and also pp. 276–278 of Griliches (1998) and pp. 57–58 of Griliches (2000)). It endogenizes productivity by modelling it as $\epsilon c_{jt} + o_{jt}$, where $C_{jt} = (1-\delta)C_{jt-1} + R_{jt-1}$ is constructed from the firm’s observed R&D expenditures (as in the knowledge capital literature) and $o_{jt}$ follows an exogenous Markov process (as in OP, LP, and ACF). Hence, Equation (20) becomes

$$y_{jt} = \beta_{0} + \beta_{t}\ln\beta k_{jt} + \beta_{k}k_{jt} + \beta_{m}m_{jt} + \epsilon c_{jt} + o_{jt} + \epsilon_{jt}.$$  

This model has two Markov processes, one for the deterministic component of productivity ($\epsilon c_{jt}$) and one for the stochastic component ($o_{jt}$). Because the sum of two Markov processes is not necessarily a Markov process, it is not nested in our dynamic investment model with just one Markov process. In this sense our model is more parsimonious. The non-nested test nevertheless rejects this second generalization of the knowledge capital model in two industries at a 5% level and in six industries at a 10% level, see Column (11) and (12) of Table 5.

In sum, our dynamic investment model can be viewed either as a generalization of the basic knowledge capital model or as a practical alternative to generalizations of the knowledge capital model. The unspecified form of the law of motion and the random nature of accumulation are important advantages of our setting. Moreover, by treating productivity as unobserved and inferring it from a firm’s observed decisions, we circumvent the initial condition problem.

32. We obtain very similar results if we start with a law of motion of the form $C_{jt} = (1-\delta)C_{jt-1} + R_{jt-1} + \frac{1}{\sigma} C_{jt-1} \xi_{jt}$ so that the effect of the rate of investment in knowledge $\frac{R_{jt-1}}{C_{jt-1}}$ has an unpredictable component $\frac{1}{\sigma} \xi_{jt}$. Taking logs and letting $o_{jt} = c_{jt}$ this law of motion can be written as $o_{jt} = o_{jt-1} + \epsilon\left(\frac{\exp(c_{jt-1})}{\exp(o_{jt-1})} - \delta\right) + \xi_{jt}$.

33. Allowing for a random shock in the law of motion for the stock of knowledge capital as in [Hall and Hayashi 1989] and [Klette 1996] leads to a model with two non-degenerate Markov processes that is beyond the scope of this article. A difficulty arises because the first-order conditions for static inputs cannot identify $\epsilon c_{jt}$ separately from $o_{jt}$. 
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in the basic knowledge capital model along with the practical problem of estimating a rate of depreciation for the stock of knowledge capital. Relative to the estimation approaches in Hall and Hayashi (1989) and Klette (1996), inferring a firm’s unobserved productivity from its observed decisions gives us the ability to assess the role of R&D in determining the differences in productivity across firms and the evolution of firm-level productivity over time.

6. R&D AND PRODUCTIVITY

To assess the role of R&D in determining the differences in productivity across firms and the evolution of firm-level productivity over time, we examine five aspects of the link between R&D and productivity in more detail: productivity levels and growth, the return to R&D, the persistence in productivity, and the rate of return.

6.1. Productivity levels

To describe differences in expected productivity $g(\omega_{jt-1}, r_{jt-1})$ between firms that perform R&D and firms that do not, we employ kernels to estimate the distribution functions for the subsamples of observations with and without R&D. To be able to interpret these and other descriptive measures in the remainder of the article as representative aggregates, we replicate the subsample of small firms $\frac{70}{5} = 14$ times before pooling it with the subsample of large firms.

Figure 1 shows the distribution functions for performers (solid line) and non-performers (dashed line) for each industry. In most industries the distribution function for performers is to the right of the distribution function for non-performers. This strongly suggests stochastic dominance. In contrast, the distribution functions cross in industries 2 and 4 that exhibit medium and high innovative activity as well as in industries 9 and 10 that exhibit low innovative activity.

Mean: Before more formally comparing the distributions themselves, we compute the difference in means as

$$\bar{g}_0 - \bar{g}_1 = \frac{1}{NT_0} \sum_j \sum_t 1(R_{jt-1} = 0) \hat{g}_{01}(\hat{h}_{jt-1}) - \frac{1}{NT_1} \sum_j \sum_t 1(R_{jt-1} > 0) \left[ \left( \hat{g}_{10} - \hat{g}_{00} \right) + \hat{g}_{11}(\hat{h}_{jt-1}, r_{jt-1}) \right],$$

where $NT_0$ and $NT_1$ are the size of the subsamples of observations without and with R&D, respectively. Then the test statistic

$$t = \frac{\bar{g}_0 - \bar{g}_1}{\sqrt{\text{Var}(\hat{g}_{01}(\hat{h}_{jt-1}))/\text{min}(NT_0 - 1, NT_1 - 1)/\text{min}(NT_0 - 1, NT_1 - 1)}},$$

follows a $t$ distribution with $\text{min}(NT_0, NT_1) - 1$ degrees of freedom. To account for the survey design we conduct separate tests for the subsamples of small and large firms.

34. Because replicating the subsample of small firms distorts variances in the pooled sample, we have been careful to use replication only if we compute averages. Whenever we compute variances we do so either separately for small and large firms or we pool small and large firms but without first replicating the small firms.
Column (1) of Table 6 reports the difference in means $\bar{g}_1 - \bar{g}_0$ (rather than $\bar{g}_0 - \bar{g}_1$ to aid intuition). The difference in means is positive for firms of all sizes in all industries that exhibit medium or high innovative activity, with the striking exception of industry 4. The differences are sizable, typically between 3% and 5%. They are often larger for the smaller firms. In the two industries that exhibit low innovative activity, however, the difference in means is negative for small firms. Nevertheless, as can be seen from Columns (2) and (3), at a 5% level the test rejects the hypothesis that the mean of expected productivity is higher for performers than non-performers solely in industry 4.

35. A possible explanation for the abnormal result in industry 4 is the considerable heterogeneity in activities across the firms within an industry that arises due the level of aggregation we use.
Distribution: To compare the distribution themselves, we apply a Kolmogorov–Smirnov test (see Barrett and Donald (2003) and Delgado et al. (2002) for similar applications). Since this test requires that the observations in each sample are independent, we consider as the variable of interest the average of expected productivity for each firm. For occasional performers we average only over the years with R&D (and discard the years without R&D).

Let $G_{N_1}(\cdot)$ and $F_{N_0}(\cdot)$ be the empirical distribution functions of performers and non-performers, respectively, with $N_1$ and $N_0$ being the number of performers and non-performers. We apply a two-sided test of the hypothesis $G_{N_1}(\overline{\theta}) - F_{N_0}(\overline{\theta}) = 0$ for all $\overline{\theta}$, i.e. the distributions $G_{N_1}(\cdot)$ and $F_{N_0}(\cdot)$ of expected productivity are equal, and a one-sided test of the hypothesis $G_{N_1}(\overline{\theta}) - F_{N_0}(\overline{\theta}) \leq 0$ for all $\overline{\theta}$, i.e. the distribution $G_{N_1}(\cdot)$ of expected productivity of performers stochastically dominates the distribution $F_{N_0}(\cdot)$ of expected productivity of non-performers. The test statistics are

\[
S^1 = \frac{N_0 N_1}{N_0 + N_1} \max_\overline{\theta} \left| G_{N_1}(\overline{\theta}) - F_{N_0}(\overline{\theta}) \right|, \quad S^2 = \frac{N_0 N_1}{N_0 + N_1} \max_\overline{\theta} \left( G_{N_1}(\overline{\theta}) - F_{N_0}(\overline{\theta}) \right),
\]

respectively, and the probability values can be computed using the limiting distributions $P(S^1 > c) = -2 \sum_{k=1}^{N_1} (-1)^k \exp(-2k^2 c^2)$ and $P(S^2 > c) = \exp(-2c^2)$.

Because the tests tend to be inconclusive when the number of firms is small, we limit them to cases in which we have at least 20 performers and 20 non-performers. As can be seen from
The test statistic is the same as in Barrett and Donald (2003), but the critical value has to be computed by a subsampling method. Applying this alternative test to the 12 cases in which we have at least 80 observations with R&D and 80 observations without R&D, we cannot reject stochastic dominance anywhere at a 5% level.

Columns (4)–(7) of Table 6 we reject equality of the distributions for performers and non-performers in five of ten cases at a 5% level. We cannot reject stochastic dominance anywhere at a 5% level.

Omitting R&D expenditures: To illustrate the consequences of omitting R&D expenditures from the Markov process of unobserved productivity, we have added the so-obtained distribution functions to Figure 1 (dotted line). Comparing them to the distribution functions for the controlled Markov process in our leading specification reveals that the exogenous process amounts to averaging over firms with distinct innovative activities and hence blurs important differences in the impact of the investment in knowledge on the productivity of firms.

Redoing the above tests for the exogenous Markov process yields striking results: we no longer reject equality of the distributions of expected productivity of performers and non-performers in three of the five cases where we rejected for a controlled Markov process. Figure 2 shows at the example of industry 6 that the distribution functions for performers (solid line) and non-performers (dashed line) are virtually indistinguishable if an exogenous Markov process is assumed. This once more makes apparent that omitting R&D expenditures substantially distorts the retrieved productivity estimates.

Columns (4)–(7) of Table 6 we reject equality of the distributions for performers and non-performers in five of ten cases at a 5% level. We cannot reject stochastic dominance anywhere at a 5% level. To illustrate the consequences of omitting R&D expenditures from the Markov process of unobserved productivity, we have added the so-obtained distribution functions to Figure 1 (dotted line). Comparing them to the distribution functions for the controlled Markov process in our leading specification reveals that the exogenous process amounts to averaging over firms with distinct innovative activities and hence blurs important differences in the impact of the investment in knowledge on the productivity of firms.

Omitting R&D expenditures: To illustrate the consequences of omitting R&D expenditures from the Markov process of unobserved productivity, we have added the so-obtained distribution functions to Figure 1 (dotted line). Comparing them to the distribution functions for the controlled Markov process in our leading specification reveals that the exogenous process amounts to averaging over firms with distinct innovative activities and hence blurs important differences in the impact of the investment in knowledge on the productivity of firms.

Redoing the above tests for the exogenous Markov process yields striking results: we no longer reject equality of the distributions of expected productivity of performers and non-performers in three of the five cases where we rejected for a controlled Markov process. Figure 2 shows at the example of industry 6 that the distribution functions for performers (solid line) and non-performers (dashed line) are virtually indistinguishable if an exogenous Markov process is assumed. This once more makes apparent that omitting R&D expenditures substantially distorts the retrieved productivity estimates.

Columns (4)–(7) of Table 6 we reject equality of the distributions for performers and non-performers in five of ten cases at a 5% level. We cannot reject stochastic dominance anywhere at a 5% level.
productivities and cautions against the popular approach of first estimating productivity from a model with an exogenous Markov process and then regressing estimated productivity on its determinants such as R&D expenditures or export market participation.

6.2. Return to R&D and persistence in productivity

How hard must a firm work to maintain and advance its productivity? Since a change in the conditional expectation function $g(\cdot)$ can be interpreted as the expected percentage change in total factor productivity, $\frac{\partial g(a_{jt-1}, r_{jt-1})}{\partial r_{jt-1}}$ is the elasticity of output with respect to R&D expenditures or a measure of the return to R&D. Similarly, $\frac{\partial g(a_{jt-1}, r_{jt-1})}{\partial a_{jt-1}}$ is the elasticity of output with respect to already attained productivity. $\frac{\partial g(a_{jt-1}, r_{jt-1})}{\partial a_{jt-1}}$ is the degree of persistence in the productivity process or a measure of inertia. It tells us the fraction of past productivity that is carried forward into current productivity. Note that the elasticities of output with respect to R&D expenditures and already attained productivity vary from firm to firm with already attained productivity and R&D expenditures. Our model thus allows us to recover the distribution of these elasticities and to describe the heterogeneity across firms.

38. If we consider a ceteris paribus increase in R&D expenditures that changes $a_{jt}$ to $\tilde{a}_{jt}$, then $\tilde{a}_{jt} - a_{jt}$ approximates the effect of this change in productivity on output in percentage terms, i.e. $(\tilde{Y}_j - Y_j)/Y_j = \exp(a_{jt} - a_{jt}) - 1 \approx \tilde{a}_{jt} - a_{jt}$. That is, the change in $a_{jt}$ shifts the production function and hence measures the change in total factor productivity. Also $g(\cdot)$ and $\xi_j$ can be interpreted in percentage terms and decompose the change in total factor productivity.
Return to R&D: Columns (1)–(4) of Table 7 present the quartiles of the distribution of the elasticity with respect to R&D expenditures along with a weighted average computed as
\[ \frac{1}{T} \sum_{t} \sum_{j} \mu_{jt} \frac{\partial \hat{g}(\hat{hl}_{jt}, \hat{r}_{jt})}{\partial \hat{r}_{jt}} - \frac{1}{T} , \]
where the weights \( \mu_{jt} = \frac{Y_{jt}}{\sum_{j} Y_{jt}} \) are given by the share of output of a firm. There is a considerable amount of variation across industries and the firms within an industry. The returns to R&D at the first, second, and third quartile range between \(-0.036\) and \(0.009\), \(-0.012\) and \(0.022\), and \(0.000\) and \(0.051\), respectively. Their average is close to \(0.015\), varying from \(-0.006\) to \(0.046\) across industries.

Negative returns to R&D are legitimate and meaningful in our setting, although some of them may be an artefact of the non-parametric estimation of \(g(\cdot)\) at the boundaries of the support. A negative return at the margin is consistent with an overall positive impact of R&D expenditures on output. A firm may invest in R&D to the point of driving returns below zero for a number of reasons including indivisibilities and strategic considerations such as a loss of an early-mover advantage. This type of effect is excluded by the functional form restrictions of the knowledge capital model, in particular the assumption that the stock of knowledge capital depreciates at a constant rate. More generally, it is plausible that investments in knowledge take place in response to existing knowledge becoming obsolete or vice versa that investments render existing knowledge obsolete. Our model captures this interplay between adding “new” knowledge and keeping “old” knowledge.

Degree of persistence: The degree of persistence can be computed separately for performers using the conditional expectation function \(g_{1}(\cdot)\) that depends both on already attained productivity and R&D expenditures and for non-performers using \(g_{0}(\cdot)\) that depends solely on already attained productivity. Columns (5)–(10) of Table 7 summarize the distributions for performers and non-performers.

Again there is a considerable amount of variation across industries and the firms within an industry. Nevertheless, non-performers tend to enjoy a higher degree of persistence than performers in industries 1, 2, 3, 4, 7, and 8. An intuitive explanation for this finding is that non-performers learn from performers, but by the time this happens the transferred knowledge is already entrenched in the industry and therefore more persistent. Put differently, common practice may be “stickier” than best practice.

The degree of persistence for performers is negatively related to the degree of uncertainty in the productivity process as measured by the ratio of the variance of the productivity innovation \(\xi_{jt}\) to the variance of actual productivity \(\omega_{jt}\). That is, productivity is less persistent in an industry where a large part of its variance is due to random shocks that represent the uncertainties inherent in the R&D process. Figure 3 illustrates this relationship between persistence and uncertainty at the level of the industry.

Comparison to knowledge capital model: To facilitate the comparison with the existing literature, we have estimated the knowledge capital model as given in Equation (20). Column (11) of Table 7 presents the estimate of the elasticity of output with respect to the stock of knowledge capital from the knowledge capital model. In addition to the gross-output version in Equation (20) we have also estimated a value-added version of the knowledge capital model (Column (13)). In contrast to our model, the knowledge capital model yields one number—an average elasticity—per industry. The elasticity of output with respect to the stock of knowledge

39. To improve the estimates we impose the widely accepted constraint of constant returns to scale in the conventional inputs.
### TABLE 7

<table>
<thead>
<tr>
<th>Industry</th>
<th>Elasticity wrt. $R_{jt-1}^a$</th>
<th>Elasticity wrt. $\omega_{jt-1}^b$</th>
<th>Knowledge capital model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Performers</td>
<td>Non-performers</td>
<td>Performers</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>$Q_2$</td>
<td>$Q_3$</td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>$-0.013$</td>
<td>$0.007$</td>
<td>$0.021$</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>$-0.018$</td>
<td>$-0.012$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>$0.009$</td>
<td>$0.011$</td>
<td>$0.014$</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>$-0.017$</td>
<td>$-0.009$</td>
<td>$0.021$</td>
</tr>
<tr>
<td>6. Transport equipment</td>
<td>$-0.034$</td>
<td>$-0.008$</td>
<td>$0.010$</td>
</tr>
<tr>
<td>7. Food, drink, and tobacco</td>
<td>$-0.008$</td>
<td>$0.010$</td>
<td>$0.026$</td>
</tr>
<tr>
<td>8. Textile, leather, and shoes</td>
<td>$-0.003$</td>
<td>$0.014$</td>
<td>$0.051$</td>
</tr>
<tr>
<td>9. Timber and furniture</td>
<td>$-0.031$</td>
<td>$0.005$</td>
<td>$0.048$</td>
</tr>
<tr>
<td>10. Paper and printing products</td>
<td>$-0.036$</td>
<td>$0.022$</td>
<td>$0.049$</td>
</tr>
</tbody>
</table>

---

*a* We trim 2.5% of observations at each tail of the distribution of $k_{jt-1}$.  
*b* We trim observations below zero and above unity.  
*c* All standard errors are robust to heteroskedasticity and autocorrelation.
capital tends to be small and rarely significant in the gross-output version but becomes larger in the value-added version.

To convert the elasticity with respect to the stock of knowledge capital into an elasticity with respect to R&D expenditures that is comparable to our model, we multiply the former by $R_{jt - 1}/C_{jt}$. Columns (12) and (14) of Table 7 show a weighted average of the so-obtained elasticities, where the weights $μ_{jt} = Y_{jt}/\sum_j Y_{jt}$ are given by the share of output of a firm. The elasticities with respect to R&D expenditures from our model are higher than the highest elasticities from the knowledge capital model in five industries and lower but very close in two more industries. In addition, the elasticities obtained with our model have a non-normal, fairly spread out distribution. This sharply contrasts with the fact that the dispersion of elasticities in the knowledge capital model is purely driven by the distribution of the ratio $R_{jt - 1}/C_{jt}$ (since, recall, the knowledge capital model yields just an average of the elasticity with respect to the stock of knowledge capital).

Turning to persistence in productivity, note that the degree of persistence is $1 − 0.15 = 0.85$ by assumption in the knowledge capital model. In contrast, the degree of persistence in our model is much lower, in line with previous evidence from patent renewal decisions (see, e.g. Pakes and Schankerman 1984; Schankerman and Pakes 1986).

In sum, it appears that old knowledge is hard to keep but new knowledge is easy to add. Productivity is therefore considerably more fluid than what the knowledge capital literature suggests. As a consequence, a firm’s position in the productivity distribution is considerably less stable than what the knowledge capital literature suggests, especially because a firm is repeatedly

40. Beneito (2001) and Ornaghi (2006) estimate comparable elasticities ranging from 0.04 to 0.10.
subjected to shocks that may make it hard for it to “break away” from its rivals and remain at or near the top of the productivity distribution.

6.3. Productivity growth

We explore productivity growth from the point of view of what a firm expects when it makes its decisions in period $t - 1$. Because $\omega_{jt-1}$ is known to the firm at the time it decides on $r_{jt-1}$, the expectation of productivity growth including the trend is

$$\beta_t + E[\omega_t - \omega_{t-1} | \omega_{jt-1}, r_{jt-1}] = \beta_t + g(\omega_{jt-1}, r_{jt-1}) - \omega_{jt-1}. \quad (21)$$

We estimate the average of the expectation of productivity growth as $\hat{\beta}_t + \frac{1}{T} \sum_{j} \sum_{j} \mu_{jt} [\hat{g}(\hat{h}_{jt-1}, r_{jt-1}) - \hat{g}(\hat{h}_{jt-2}, r_{jt-2})]$, where the weights $\mu_{jt} = Y_{jt-2} / \sum_{j} Y_{jt-2}$ are given by the share of output of a firm two periods ago and we assume $E[\mu_{jt} \xi_{jt-1} | \omega_{jt-2}, r_{jt-2}] = 0$.

Columns (1)-(3) of Table 8 report this average for the entire sample and for the subsamples of observations with and without R&D.

As can be seen in Column (1) of Table 8, productivity growth is highest in some of the industries with high innovative activity (above 1.5% in industries 3 and 4 and around 2.5% in industry 1) and followed by some of the industries with intermediate innovative activity (above 1.5% in industry 3 and 4 and around 2.5% in industry 2) followed by some of the industries with low innovative activity (above 1.5% in industry 3 and 4 and around 2.5% in industry 2) followed by some of the industries with intermediate innovative activity (above 1.5% in industry 3 and 4 and around 2.5% in industry 2). Taken together these industries account for over half of manufacturing output (see Appendix A for details). The decomposition into the contributions of observations with and without R&D to productivity growth shows that firms that perform R&D contribute between 65% and 85% of productivity growth in industries 3, 4, and 6 with high innovative activity and between 70% and 90% in industries 1 and 2 with intermediate innovative activity. This is all the more remarkable since in these industries between 20% and 45% of firms engage in R&D. While these firms manufacture between 45% and 75% of output, their contribution to productivity growth exceeds their share of output by an average 15%. That is, firms that engage in R&D tend not only to be larger than those that do not but also to grow even larger over time. Investments in R&D and related activities are thus a primary source of productivity growth.

6.4. Rate of return

We finally compute an alternative—and perhaps more intuitive—measure of the return to R&D. The growth in expected productivity in Equation (21) can be decomposed as

$$\beta_t + g(\omega_{jt-1}, r_{jt-1}) - \omega_{jt-1} = [\beta_t + g(\omega_{jt-1}, r_{jt-1}) - g(\omega_{jt-1}, r)] + [g(\omega_{jt-1}, r) - \omega_{jt-1}]. \quad (22)$$

where $r$ denotes a negligible amount of R&D expenditures. The first term in brackets reflects the change in expected productivity that is attributable to R&D expenditures $r_{jt-1}$, the second

41. This assumption is plausible because the value of $\xi_{jt-1}$ is not known to the firm when it makes the decisions that determine $Y_{jt-2}$ and thus $\mu_{jt}$.

42. Recall from Equation (13) that we allow the conditional expectation function $g(\cdot)$ to be different when the firm adopts the corner solution of zero R&D expenditures and when it chooses positive R&D expenditures. To avoid this discontinuity, we take $g(\omega_{jt-1}, r)$ to be a weighted average of $g(\omega_{jt-1})$ and $g(\omega_{jt-1}, r_{jt-1})$, where $r$ is the 2.5th percentile of the industry’s R&D expenditures.
TABLE 8

**Productivity growth, rates of return to R&D and investment in physical capital, and degree of uncertainty**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Productivity growth</th>
<th>Rates of return</th>
<th>Knowledge cap. mod.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>1. Metals and metal products</td>
<td>0.0172</td>
<td>0.0225</td>
<td>0.0099</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>0.0048</td>
<td>0.0101</td>
<td>0.0018</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>0.0048</td>
<td>0.0210</td>
<td>0.0095</td>
</tr>
<tr>
<td>4. Agric. and ind. machinery</td>
<td>0.0157</td>
<td>0.0137</td>
<td>0.0234</td>
</tr>
<tr>
<td>5. Transport equipment</td>
<td>0.0266</td>
<td>0.0281</td>
<td>0.0237</td>
</tr>
<tr>
<td>6. Food, drink, and tobacco</td>
<td>0.0019</td>
<td>-0.0033</td>
<td>0.0054</td>
</tr>
<tr>
<td>7. Textile, leather, and shoes</td>
<td>0.0108</td>
<td>0.0049</td>
<td>0.0146</td>
</tr>
<tr>
<td>8. Timber and furniture</td>
<td>0.0102</td>
<td>0.0386</td>
<td>0.0062</td>
</tr>
<tr>
<td>9. Paper and printing products</td>
<td>0.0089</td>
<td>0.0015</td>
<td>0.0110</td>
</tr>
</tbody>
</table>

- We calculate the first two terms of the decomposition in Equation (22) and infer the third term. We trim 5% of observations at each tail of the distribution of \( h_{jt} \) and further trim up to 30% of observations according to their rates.
- All standard errors are robust to heteroskedasticity and autocorrelation.
the change that takes place in the absence of investment in knowledge. That is, the second term in brackets is attributable to depreciation of already attained productivity and, consequently, is expected to be negative. The net effect of R&D is thus the sum of its gross effect (first term in brackets) and the impact of depreciation (second term).

Consider the change in expected productivity that is attributable to R&D expenditures. Multiplying \( \beta_t \) by \( g(\omega_0, 1, R_{t-1}) \) in Equation (22) by a measure of expected value added, say \( V_{jt} \), gives an estimate of the gross rate of return, or dollars obtained by spending one dollar on R&D. Note that we compute the gross rate of return on R&D using value added instead of gross output both to make it comparable to the existing literature (e.g., Nadiri, 1993; Griliches and Regev, 1995; Griliches, 2000) and because value added is closer to profits than gross output. We similarly compute the net rate of return to R&D and the compensation for depreciation from the growth decomposition in Equation (22) by multiplying and dividing through by \( V_{jt} \) and \( R_{jt-1} \).

Columns (4)–(6) of Table summarize the gross rate of return to R&D and its decomposition into the net rate and the compensation for depreciation. We report weighted averages where the weights \( \mu_j = R_{jt-2}/\sum_j R_{jt-2} \) are given by the share of R&D expenditures of a firm two periods ago. The gross rate of return to R&D far exceeds the net rate, thus indicating that a large part of firms’ R&D expenditures is devoted to maintaining already attained productivity rather than to advancing it. The net rates of return to R&D are around 40% and differ across industries,\footnote{The average rate that we compute is close to the marginal rate of return to R&D. To see this, linearly approximate \( g(\omega_0, 1, \ln R) \approx g(\omega_0, 1, \ln R_{t-1}) + \frac{\partial g(\omega_0, 1, \ln R_{t-1})}{\partial R_{t-1}} (R - R_{t-1}) \). If \( R \to 0 \), then \( g(\omega_0, 1, R_{t-1}) - g(\omega_0, 1, \ln R_{t-1}) \approx g(\omega_0, 1, \ln R_{t-1}) - g(\omega_0, 1, \ln R) \approx \frac{\partial g(\omega_0, 1, \ln R_{t-1})}{\partial R_{t-1}}. \) In practice, we use firm-specific averages of value added and investment in knowledge.} Interestingly enough, the net rate of return to R&D is higher in an industry where a large part of the variance in productivity is due to random shocks, as can be seen in Figure 4. This suggests that the net rate of return to R&D includes a compensation for the uncertainties inherent in the R&D process.

As a point of comparison we report the net rate of return on investment in physical capital in Column (7) of Table. We first compute the gross rate of return as \( \beta_t V_{jt}/K_{jt} \) and then subtract the rate of depreciation of physical capital from it to obtain the net rate of return.\footnote{As pointed out by an anonymous referee, reported R&D expenditures may be the tip of the iceberg in terms of the resources a firm devotes to maintaining and advancing its productivity. Because we divide the various terms in Equation (22) by \( R_{jt-1} \), rates of return may be inflated by underreporting.} Column (8) reports the ratio of the net rates of return to R&D and investment in physical capital. Returns to R&D are clearly higher than returns to investment in physical capital. The net rate of return to R&D is often twice that of the net rate of return to investment in physical capital.

Recall that in our model the productivity innovation \( \xi_t \) may be thought of as the realization of the uncertainties that are naturally linked to productivity plus the uncertainties inherent in the R&D process such as chance in discovery and success in implementation. The question therefore is whether an investment in knowledge indeed injects further uncertainties into the productivity process that would be absent if the firm did not engage in R&D. As before we measure the degree of uncertainty by the ratio of the variance of the productivity innovation \( \xi_t \) to the variance of actual productivity \( \omega_t \). Regressing an estimate of the log of the ratio \( \omega_t \) on R&D expenditures, we report a weighted average where the weights \( \mu_j = V_{jt}/\sum_j V_{jt} \) are given by are given by the share of value added of a firm. In practice, we use firm-specific averages of value added and the stock of physical capital.
Figure 4

Return to R&D and uncertainty

\[ \frac{\varepsilon^2_j}{\text{Var}(\omega_{jt})} \] on a constant, a dummy for large firms with more than 200 workers, a dummy for investment in knowledge, and a dummy for investment in physical capital shows a positive impact of investment in knowledge on the degree of uncertainty in all industries (see Column (9) of Table 8). Whereas investment in knowledge substantially increases the degree of uncertainty in the productivity process, investment in physical capital leaves it unchanged (Column (10)).

In sum, investment in knowledge is systematically more uncertain than investment in physical capital. The net rate of return includes a compensation for the uncertainties inherent in the R&D process. Moreover, the large gap between the net rates of return to R&D and investment in physical capital suggests that the uncertainties inherent in the R&D process are economically significant and matter for firms’ investment decisions.

Comparison to knowledge capital model: To facilitate the comparison with the existing literature, we have used the value-added version of the knowledge capital model in Equation (20) to estimate the rate of return to R&D by regressing the first-difference of the log of value added on the first-differences of the logs of conventional inputs and the ratio \( R_{jt-1}/V_{jt-1} \) of R&D expenditures to value added. The estimated coefficient of this ratio can be interpreted as the gross rate of return to R&D. We obtain the net rate of return to R&D by subtracting the rate

46. We estimate \( \text{Var}(\omega_{jt}) \) separately for firms that do not engage in R&D, firms that engage in R&D and have R&D expenditures below the median and those that have R&D expenditures above the median.

47. To improve the estimates we impose the widely accepted constraint of constant returns to scale in the conventional inputs.

48. Recall that \( \varepsilon \) is the elasticity of value added with respect to knowledge capital. Since \( \varepsilon \Delta C_{jt} = \frac{\nu V_{jt-1} - \Delta C_{jt} - \Delta C_{jt-1}}{\nu V_{jt-1}} \) and \( R_{jt-1} \) approximates \( \Delta C_{jt} \) (by the law of motion for knowledge capital), the estimated coefficient is \( \frac{\varepsilon}{\nu} \). Since
of depreciation of knowledge capital. As can be seen from Column (11) of Table 8, the net rates in the knowledge capital model are around 80%. While they are imprecisely estimated, they are higher than the net rates in our model with the exception of industry 9.

The knowledge capital literature has had limited success in estimating the rate of return to R&D. Griliches (2000) contends that “[e]arly studies of this topic were happy to get the sign of the R&D variable ‘right’ and to show that it matters, that it is a ‘significant’ variable, contributing to productivity growth” (p. 51). Estimates of the rate of return to R&D tended to be high, often implausibly high: “our current quantitative understanding of this whole process remains seriously flawed ... [T]he size of the effects we have estimated may be seriously off, perhaps by an order of magnitude” (Griliches, 1995, p. 83). Our estimates, by contrast, are more modest.

7. CONCLUDING REMARKS

In this article, we develop a model of endogenous productivity change resulting from investment in knowledge. While the knowledge capital model in its basic form can be viewed as a special case of our model, we differ in that, rather than attempting to construct a stock of knowledge capital from a firm’s observed R&D expenditures, we consider productivity to be unobservable to the econometrician. We also derive an estimator for production functions in this setting.

Applying our approach to an unbalanced panel of more than 1800 Spanish manufacturing firms in nine industries during the 1990s, we show that the link between R&D and productivity is subject to a high degree of uncertainty, nonlinearity, and heterogeneity. R&D is a major determinant of the differences in productivity across firms and the evolution of firm-level productivity over time.

While our focus is on the link between R&D and productivity, we hope that our model of endogenous productivity change facilitates further inquiries into the determinants of productivity. To date, it has been applied by Aw et al. (2011) to examine the impact of export market participation on the productivity of firms; other applications include Maican and Orth (2008) and Añon and Manjon (2009).

Our parametric inversion and the resulting estimator for production functions may also prove useful in empirical research that requires multi-dimensional productivity measures. It is often possible to recover multiple unobservables from observing multiple decisions of a firm. Doraszelski and Jaumandreu (2009), for example, separately measure Hicks-neutral and labour-augmenting productivity to inquire about the nature of technological change. Another promising avenue for future research may be to study the impact of investments in R&D and related activities on product innovations. To this end, one may build on Aw et al. (2011) and Jaumandreu and Mairesse (2010) by introducing an additional unobservable that captures shifts and rotations in demand resulting from product innovations. In parallel to the productivity measure in the current article, this demand-side unobservable can then be endogenized by letting its law of motion depend on R&D expenditures.

APPENDIX A

We observe firms for a maximum of ten years between 1990 and 1999. We restrict the sample to firms with at least two years of data on all variables required for estimation. Because of data problems we exclude industry 5 (office and data-processing machines and electrical goods). Our final sample covers 1870 firms in 9 industries. The number of firms with 2, 3, …, 10 years of data is 259, 377, 244, 191, 171, 134, 127, 153, and 214, respectively. Table A1 gives the industry definitions along with their equivalent definitions in terms of the ESEE, National Accounts, and ISIC classifications.
## Table A1

**Industry definitions, equivalent classifications, and shares**

<table>
<thead>
<tr>
<th>Industry</th>
<th>ESEE</th>
<th>National accounts</th>
<th>ISIC</th>
<th>Share of value added</th>
<th>Number of subindustries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ferrous and non-ferrous metals and metal products</td>
<td>+4</td>
<td>DJ</td>
<td>D 27+28</td>
<td>12.6</td>
<td>13</td>
</tr>
<tr>
<td>2. Non-metallic minerals</td>
<td>2</td>
<td>DI</td>
<td>D 26</td>
<td>7.8</td>
<td>8</td>
</tr>
<tr>
<td>3. Chemical products</td>
<td>+17</td>
<td>DG-DH</td>
<td>D 24+25</td>
<td>13.7</td>
<td>8</td>
</tr>
<tr>
<td>4. Agricultural and industrial machinery</td>
<td>5</td>
<td>DK</td>
<td>D 29</td>
<td>5.9</td>
<td>8</td>
</tr>
<tr>
<td>5. Transport equipment</td>
<td>+9</td>
<td>DM</td>
<td>D 34+35</td>
<td>11.0</td>
<td>10</td>
</tr>
<tr>
<td>6. Food, drink, and tobacco</td>
<td>+11+12</td>
<td>DA</td>
<td>D 15+16</td>
<td>16.5</td>
<td>10</td>
</tr>
<tr>
<td>7. Textile, leather, and shoes</td>
<td>+14</td>
<td>DB-DC</td>
<td>D 17+18+19</td>
<td>7.9</td>
<td>13</td>
</tr>
<tr>
<td>8. Timber and furniture</td>
<td>15</td>
<td>DD-DN 38</td>
<td>D 20+30</td>
<td>6.3</td>
<td>8</td>
</tr>
<tr>
<td>9. Paper and printing products</td>
<td>16</td>
<td>DE</td>
<td>D 21+22</td>
<td>8.2</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>90.0</td>
<td></td>
</tr>
</tbody>
</table>

(Columns (1)–(3)). We finally report the shares of the various industries in the total value added of the manufacturing sector in 1995 (Column (4)).

The ESEE survey provides information on the total R&D expenditures of each firm in each year. These include the cost of intramural R&D activities, payments for outside R&D contracts with laboratories and research centers, and payments for imported technology in the form of patent licensing or technical assistance, with the various expenditures defined according to the OECD Oslo and Frascati manuals. We consider a firm to be performing R&D if it reports positive expenditures. While total R&D expenditures vary widely across firms, it is quite likely even for small firms that they exceed non-negligible values relative to firm size. In addition, firms are asked to provide many details about the combination of R&D activities, R&D employment, R&D subsidies, and the number of process and product innovations as well as the patents that result from these activities. Taken together, this supports the notion that the reported expenditures are truly R&D related.

In what follows we define the remaining variables.

- **Investment.** Value of current investments in equipment goods (excluding buildings, land, and financial assets) deflated by the price index of investment. By measuring investment in operative capital we avoid some of the more severe measurement issues of the other assets. We follow Ackerberg et al. (2007) and assume that the investment decided in period $t-1$ coincides with the investment observed in period $t$. Experimentation with the lagged value of this flow gave very similar results.

- **Capital.** Capital at current replacement values $K_{jt}$ is computed recursively from an initial estimate and the data on current investments in equipment goods $I_{jt}$. We update the value of the past stock of capital by means of the price index of investment $P_{jt}$ as $K_{jt} = (1-\delta)(P_{jt-1}^{-1}K_{jt-1} + I_{jt-1})$, where $\delta$ is an industry-specific estimate of the rate of depreciation. Capital in real terms is obtained by deflating capital at current replacement values by the price index of investment as $K_{jt} = K_{jt} / P_{jt}$.

- **Labour.** Total hours worked computed as the number of workers times the average hours per worker, where the latter is computed as normal hours plus average overtime minus average time lost at the workplace.

- **Materials.** Value of intermediate consumption (including raw materials, components, energy, and services) deflated by a firm-specific price index of materials.

- **Output.** Value of produced goods and services computed as sales plus the variation of inventories deflated by a firm-specific price index of output.

- **Price of investment.** Equipment goods component of the index of industry prices computed and published by the Spanish Ministry of Industry.

- **Wage.** Hourly wage cost computed as total labour cost including social security payments divided by total hours worked.

- **Price of materials.** Firm-specific price index for intermediate consumption. Firms are asked about the price changes that occurred during the year for raw materials, components, energy, and services. The price index is computed as a Paasche-type index of the responses and normalized by the average of its values for each firm.
Assume, as may easily happen in practice, that we as econometricians imperfectly observe prices: instead of $w_{jt}$ we refer to $w_{jt}^*$ to explore the consequences of imperfectly observable prices. For the case of non-classical measurement error with respect to prices, the measurement error $v_{jt} = w_{jt} - w_{jt}^*$. Given what we observe, we can no longer recover true productivity as

$$h_{jt}^* = o_{jt} = l_{jt} + (1 - \beta) h_{jt} + w_{jt}^*.$$

We refer to $h_{jt}$ as observed (as opposed to true) productivity and base the estimation on it.

To explore the consequences of imperfectly observable prices, we assume that $v_{jt}$ is independent of productivity $o_{jt}$ and distinguish two polar cases: in the case of classical measurement error with respect to prices, the measurement error $v_{jt}$ is uncorrelated with true prices $w_{jt}$ and therefore correlated with observed prices $w_{jt}$; in the case of non-classical measurement error with respect to prices, the measurement error $v_{jt}$ is uncorrelated with observed prices $w_{jt}$ and therefore correlated with true prices $w_{jt}$.

APPENDIX B

To simplify the exposition, we restrict the production function in Equation (3) to $y_{jt} = \beta l_{jt} + o_{jt} + v_{jt}$, the law of motion in Equation (4) to an exogenous AR(1) process with $g(o_{jt-1}) = o_{jt-1}$, and assume perfect competition in the product market with $l_{jt} = \infty$. Normalizing the price of output, the labour demand function is

$$l_{jt} = \frac{1}{\ln(1 - \beta)} \ln(\beta + w_{jt} - w_{jt}^*).$$

While Equation (5) accurately describes the firm’s decision-making process, there is a problem of observability. Assume, as may easily happen in practice, that we as econometricians imperfectly observe prices: instead of $w_{jt}$ we observe $w_{jt}^*$, where the difference between observed and true prices is measurement error $v_{jt} = w_{jt} - w_{jt}^*$. Given what we observe, we can no longer recover true productivity as

$$h_{jt} = o_{jt} = l_{jt} + (1 - \beta) h_{jt} + w_{jt}^*.$$

We assume throughout that the measurement error $v_{jt}$ is independent of productivity $o_{jt}$ and distinguish two polar cases: in the case of classical measurement error with respect to prices, the measurement error $v_{jt}$ is uncorrelated with true prices $w_{jt}$ and therefore correlated with observed prices $w_{jt}$; in the case of non-classical measurement error with respect to prices, the measurement error $v_{jt}$ is uncorrelated with observed prices $w_{jt}$ and therefore correlated with true prices $w_{jt}$.

To explore the consequences of imperfectly observable prices, we assume that

$$v_{jt} = E[v_{jt}|l_{jt}, w_{jt}] + u_{jt} = \delta_0 + \delta_1 l_{jt} + \delta_2 w_{jt} + u_{jt},$$

where $u_{jt}$ is mean independent of $l_{jt}$ and $w_{jt}$. For the case of classical measurement error with respect to prices we then have

$$\delta_1 = (1 - \beta) \frac{\sigma^2_{o} + \sigma^2_{w}}{\sigma^2_{o} + \sigma^2_{w} + \sigma^2_{w} + \sigma^2_{v}} = \frac{\sigma^2_{o} + \sigma^2_{w}}{\sigma^2_{o} + \sigma^2_{w} + \sigma^2_{w} + \sigma^2_{v}} (\sigma^2_{o} + \sigma^2_{w}),$$

and

$$\delta_2 = (1 - \beta) \frac{\sigma^2_{v}}{\sigma^2_{o} + \sigma^2_{w} + \sigma^2_{v}} = \frac{\sigma^2_{v}}{\sigma^2_{o} + \sigma^2_{w} + \sigma^2_{v}} \sigma^2_{o} + \sigma^2_{w},$$

for the case of non-classical measurement error with respect to prices.

49. Assumption (4) does not require $v_{jt}$, $l_{jt}$, and $w_{jt}$ to be jointly normal distributed and extends, for example, to the elliptical and Pearson families. Moreover, it is easy to show that if the joint distribution of $v_{jt}$, $o_{jt}$, and $w_{jt}$ (classical measurement error) or $w_{jt}$ (non-classical measurement error) is in the elliptical family, then so is the induced joint distribution of $v_{jt}$, $l_{jt}$, and $w_{jt}$. More generally, assumption (4) may be viewed as a useful approximation that allows us to explore the consequences of imperfectly observable prices.
We conclude that imperfectly observable prices drive a wedge between the coefficients in the production function and actual productivity where the indirect profit function and the random shock

\[ y_p = \lambda_0 + \beta l + p^h_{t-1} + \xi_p + e_p, \]

where \( \lambda_0 = -\rho(\ln \beta + \mu) \). Using Equations \( 55 \) and \( 56 \) to express the model in terms of observables we thus have

\[ y_p = \lambda_0 + \beta l + \rho \left( b_{t-1} - b_0 - \delta l_{t-1} - \delta w_{t-1} \right) - \rho u_{t-1} + \xi_p + e_p \]

\[ = - \lambda_0 + \beta l + \rho \left( 1 - \beta \right) l_{t-1} + w_{t-1} - \rho u_{t-1} + \xi_p + e_p, \]

where

\[ \lambda_0 = \frac{\lambda_0 - \rho \delta s}{1 - \beta}. \]

We conclude that imperfectly observable prices drive a wedge between the coefficients in the production function and their counterparts in the inverse labour demand function which may cause the parameter restrictions test to reject.\(^50\)

Fortunately, however, by simply dropping the restriction between parameters it remains possible to consistently estimate the coefficients in the production function (\( \beta \) in this simple example) because \( u_{t-1} \) is uncorrelated with the instruments (constant, \( \lambda_{jt} \), and \( \delta_{jt} \)). With these coefficients in hand we are moreover able to consistently recover actual productivity \( o_{jt} \). What we are no longer able to do is consistently decompose \( o_{jt} \) into expected productivity \( o_{jt-1} \) and the random shock \( e_p \).\(^51\)

APPENDIX C

Introducing adjustment costs \( C_L(\lambda_p, L_p, L_{p-1}) \) the Bellman equation \( B \) becomes

\[ V(s_j) = \max_{\lambda_p, L_p, L_{p-1}} \Pi(s_j, \lambda_p, L_p, L_{p-1}) - C_L(\lambda_p, L_p, L_{p-1}) + \frac{1}{1+\rho} E \left[ V(s_{j+1}) | \lambda_{j+1}, L_{j+1}, L_{p-1} \right], \]

where the indirect profit function \( \Pi() \) is based on the production function in Equation \( 55 \) and the vector of state variables \( s_j = (t, k_p, L_{p-1}, o_{jt}, w_{jt}, w_{pjt}, l_{pjt}, p_{pjt}, d_{jt}) \) includes lagged permanent labour \( L_{p-1} \), the log of the wage of permanent workers \( w_{pjt} \), and that of temporary workers \( w_{pjt} \).

At an interior solution the first-order condition for permanent labour is

\[ \beta_0 e_0^\alpha l^\beta_0 K_0^f L_{pjt}^{f-1} L_{pjt}^{f(1-\alpha)} M_0^j \rho^{\alpha_0} \rho_0 = \frac{W_{pjt}(1+\Delta_0)}{p_0 \left( 1 - \lambda_0 \right)}, \tag{C.1} \]

where, by the envelope theorem, the gap between the wage of permanent workers \( W_{pjt} \) and their shadow wage is

\[ \Delta_0 = \frac{1}{W_{pjt}} \left( \frac{\partial C_L(\lambda_p, L_p, L_{p-1})}{\partial \lambda_p} - \frac{1}{1+\rho} E \left[ \partial V(s_{j+1}) / \partial \lambda_p | \lambda_{j+1}, L_{j+1}, L_{p-1} \right] \right) \]

\[ = \frac{1}{W_{pjt}} \left( \frac{\partial C_L(\lambda_p, L_p, L_{p-1})}{\partial \lambda_p} + \frac{1}{1+\rho} E \left[ \partial C_L(\lambda_p, L_p, L_{p-1}) / \partial \lambda_p | \lambda_{j+1}, L_{j+1}, L_{p-1} \right] \right). \tag{C.2} \]

At an interior solution the first-order conditions for temporary labour and materials are

\[ \beta_1 (1-\alpha) e_1^\alpha l^{1-\alpha} K_1^f L_{pjt}^{f-1} L_{pjt}^{f(1-\alpha)} M_1^j \rho^{\alpha_0} \rho_0 = \frac{W_{pjt}}{p_1 \left( 1 - \lambda_0 \right)}; \tag{C.3} \]

\[ \beta_2 e_2^\alpha l^{1-\alpha} K_2^f L_{pjt}^{f-1} L_{pjt}^{f(1-\alpha)} M_2^j \rho^{\alpha_0} \rho_0 = \frac{P_{t} m_0}{p_2 \left( 1 - \lambda_0 \right)}. \tag{C.4} \]

50. For the case of non-classical measurement error with respect to prices, we obtain \( 1 - \hat{\beta} = \frac{\hat{\beta} - \beta}{1 - \beta} = 1 - \beta \) because \( \delta = (1-\beta)\delta_2 \) in our simple example, but this does not generalize to the model with capital.

51. Our conclusions generalize beyond the simple example if we strengthen assumption \( 54 \). For example, for an exogenous Markov process for productivity with law of motion \( u_{jt} = p_1 u_{jt-1} + p_2 u_{jt-1} + e_{jt} \) we further assume that \( u_{jt} \) and \( u_{jt}^* \) are mean independent of \( \lambda_p \) and \( W_{jt} \), i.e. that \( u_{jt} \) is homoskedastic and has constant skewness conditional of \( \lambda_p \) and \( W_{jt} \).
Multiplying the first-order conditions \( \mathbf{C1} \) and \( \mathbf{C2} \) by \( L_{P0} \) and \( L_{T0} \), respectively, adding them, and rearranging yields an expression resembling a first-order condition for effective labour \( L_{p}^* = L_{P0}^* + L_{T0}^*(1 + \omega) \):

\[
\rho \epsilon_{0}^{\alpha} \epsilon_{k}^{\beta} k_{p}^{\delta} \left( C_{10}^{\alpha} \right)^{p_{0}} \epsilon_{0}^{\alpha} \epsilon_{k}^{\beta} = \frac{W_{P0}\left(1 + \Delta_{0} L_{P0} + W_{T0} L_{T0}\right)}{P_{B} \left(1 - \frac{1}{\Delta_{0} L_{P0} + \Delta_{0} L_{T0}}\right)},
\]

Rewriting in terms of observed labour \( L_{p} = L_{P0} + L_{T0} \) and the observed wage \( W_{p} = W_{P0}(1 - S_{T0}) + W_{T0} S_{T0} \), where \( S_{T0} = \frac{L_{T0}}{L_{p}} \) is the share of temporary workers in our data, yields:

\[
\rho \epsilon_{0}^{\alpha} \epsilon_{k}^{\beta} k_{p}^{\delta} \left( L_{P0} C_{10}^{\alpha} \right)^{p_{0}} \epsilon_{0}^{\alpha} \epsilon_{k}^{\beta} = \frac{W_{p}}{P_{B} \left(1 - \frac{1}{\Delta_{0} L_{P0} + \Delta_{0} L_{T0}}\right)} C_{2T} \quad \text{(C.5)}
\]

where the corrections \( C_{10} \) and \( C_{2T} \) are defined in Equations \( \mathbf{19} \) and \( \mathbf{13} \). Together with Equation \( \mathbf{C3} \), Equation \( \mathbf{C5} \) yields the aggregate labour demand function in Equation \( \mathbf{10} \). We finally obtain Equation \( \mathbf{19} \) by dividing the first-order conditions \( \mathbf{C1} \) and \( \mathbf{C2} \) and recalling that \( S_{T0} = \frac{L_{T0}}{L_{P0}} \).
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