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Managers routinely seek to understand firm performance relative to the competitors. Recently, competitive intelligence (CI) has emerged as an important area within business intelligence (BI) where the emphasis is on understanding and measuring a firm’s external competitive environment. A requirement of such systems is the availability of the rich data about a firm’s competitors, which is typically hard to acquire. This paper proposes a method to incorporate competitive intelligence in BI systems by using less granular and aggregate data, which is usually easier to acquire. We motivate, develop, and validate an approach to infer key competitive measures about customer activities without requiring detailed cross-firm data. Instead, our method derives these competitive measures for online firms from simple “site-centric” data that are commonly available, augmented with aggregate data summaries that may be obtained from syndicated data providers. Based on data provided by comScore Networks, we show empirically that our method performs well in inferring several key diagnostic competitive measures—the penetration, market share, and the share of wallet—for various online retailers.

Key words: business intelligence; competitive intelligence; competitive measures; probability models; NBD/Dirichlet

History: Vallabh Sambamurthy, Senior Editor; Siva Viswanathan, Associate Editor. This paper was received August 8, 2009, and was with the author 11 months for 2 revisions. Published online in Articles in Advance November 3, 2011.

1. Introduction
In the early part of the 20th century, Arthur C. Nielsen revolutionized the field of marketing research by inventing and commercializing the concept of “market share.” Before ACNielsen Inc. began its store census process it was virtually impossible for firms to obtain timely, complete, and accurate market intelligence about competing brands. Today it is well recognized that knowledge of the overall competitive landscape is important for any business, and in response to this, there are many firms that specialize in the task of collecting and disseminating such information in various industries. Likewise, there are dozens of different kinds of measures that research firms (and their clients) use to characterize the competitive landscape (Davis 2007, Farris et al. 2006).

Recognizing the significance of competitive measures, a trend in the business intelligence (BI) field is the increasing importance given to competitive intelligence (CI), i.e., the information that a firm knows about its external competitive environment (Kahaner 1998). Although current BI dashboards are versatile and can pull data from different sources, most of the information in these dashboards is typically about the internal environment of the firm. Boulding et al. (2005, p. 161) consider this myopic view to be one of the pitfalls of current CRM practice; they suggest that successful implementation of CRM requires firms to incorporate knowledge about competition and competitive reaction into their CRM processes. Hence, methods that can provide useful competitive intelligence will be vital for the design of next-generation BI dashboards. As one example, Google Trends recently started providing some competitive intelligence documenting the volume of search queries across different competitors.

Current BI dashboards often fall short of providing CI capabilities, largely due to the fact that detailed information on competitors is hard to obtain. For most firms, these competitive measures are obtained solely through third-party data providers such as ACNielsen and other industry-specific syndicated data sources. Although such data can be integrated into BI systems to provide CI, it comes at the cost of
being expensive to acquire, and is also often based on historical data (rather than real time). In contrast to this approach, research in marketing (Park and Fader 2004) and information systems (Padmanabhan et al. 2001, 2006) has shown that firms may benefit from data augmentation, where they might augment their own internal data (which has been referred to as site-centric data\(^1\) in the e-commerce context) with limited amounts of external data to achieve similar goals. This paper follows the same approach in spirit, and develops a method to infer competitive measures using augmented site-centric data.

Our focus is mainly on competitive measures that capture customer visits and purchasing behavior across competitors in e-commerce. Our model builds on the rich repeat-buying literature in marketing that developed and studied the classic Dirichlet model (Ehrenberg 1959, Goodhart et al. 1984) and its various extensions. The Dirichlet model assumes that each customer makes two independent purchasing decisions: she first decides on the total number of purchases within a product category, and then makes a choice on which competing firm’s product to purchase. These two behavioral processes are captured through two probabilistic mixture models: the negative binomial (for category incidence) and the Dirichlet-multinomial (for brand choice). Taken together, the overall modeling framework is known as the “NBD/Dirichlet” (hereafter referred to as Dirichlet) in this literature (Winkelmann 2008). This research dates back to Ehrenberg (1959) with key updates (Goodhardt et al. 1984, Schmittlein et al. 1985, Ehrenberg 1988, Fader and Schmittlein 1993, Uncles et al. 1995) over the years. Numerous studies have documented the success of the Dirichlet model (Sharp 2010). It has been said that the Dirichlet model may be the best-known example of an empirical generalization in marketing, with the possible exception of the Bass model (Uncles et al. 1995).

A defining feature of the Dirichlet model is that for each customer it is necessary to know the number of transactions conducted with each of the competing firms in the market. We refer to this as the complete information requirement, which in reality is hard to fulfill because a firm needs to know the purchases their customers make across all competing firms. This requires the firm either to find a way to convince its competitors to share customer data or to convince their customers in the market to disclose their private purchasing data to the firm. Neither is an easy task. More often than not, a firm only has data on its own customers (i.e., site-centric data), and therefore is unable to implement the NBD/Dirichlet model.

Is there a middle ground where firms can obtain some data about their competitors, but not at the individual customer level? There is some recent work (e.g., Fader et al. 2007, Yang et al. 2005) that examines the possibility of sharing summaries of data instead of detailed customer transactions. Sharing such aggregate data rather than individual transactions can be a practical approach for retailers, and in some cases may be the only way to obtain competitive intelligence. At the same time, however, for many firms it is not enough to rely on aggregate summaries alone—they would like to make the best use of their internal data in conjunction with these external aggregate summaries in order to obtain the most complete picture of the competitive environment. These desires, constraints, and concerns bring us to the main point of this paper: can firms combine their own customer-level data with commonly available aggregate summary statistics to infer important competitive measures?

In this paper we show that this can be done by an implementation of the Dirichlet model in the limited-information scenario. Towards this end, we develop a realistic model termed as the Limited Information NBD/Dirichlet (LIND) that improves\(^2\) the standard Dirichlet model. Our model aims to capture some of the power of the Dirichlet model, but with far less information, specifically with individual firms having access only to their own data plus the aggregate numbers (e.g., market share) from the other firms in the industry.

A key strength of the Dirichlet family of models is that they capture individual-level customer behavior and then derive the distributions of various aggregate statistics of interest, such as penetration, frequency, market share (MS), and share of wallet (SoW).\(^3\) The

\(^1\) The term site-centric data was first introduced by Padmanabhan et al. (2001) in the e-commerce context to refer to the data captured by an individual firm (site) on its customers’ transactions with the firm. The counterpart, user-centric data, refers to the user-level data that capture these customers’ transactions across firms (sites).

\(^2\) Note that this objective differs fundamentally from a stream of papers that aim to improve the Dirichlet model by relaxing the model assumptions and incorporating additional marketing-mix variables such as price and promotion (e.g., Danaher et al. 2003, Bhattacharya 1997.) We thank the AE for making this important observation.

\(^3\) Penetration is defined as the percentage of customers who transacted with the focal store. Frequency is defined here as the average number of purchases among the buyers of a product. Share of wallet is the percentage of purchases made to a specific store among those customers who actually transacted with the store (Uncles et al. 1995.) As an example, suppose that the total number of purchases to all online apparel stores is 1 million, and that a focal store, e.g., L.L.Bean, observes 100,000 of them. The market share for this retailer is 10%. Next, suppose that L.L. Bean’s customers accounted for 300,000 of the total purchases to any apparel site. Their SoW is therefore 33%. SoW is also referred to as share of category requirements (SCR) in different settings. Please refer to the electronic companion for a brief definition of these marketing terminologies. The electronic companion is available as part of the online version at https://dx.doi.org/10.1287/isre.1110.0385.
performance of the Dirichlet model is often evaluated in terms of how well it infers these aggregate statistics, i.e., competitive measures (Ehrenberg et al. 2004, Bhattacharya 1997). We focus particularly on estimating penetration, the market share, and share of wallet for the full set of competing firms in a given market. Our results from data on various online retailers show that the limited-information model performs almost as well as the full-information NBD/Dirichlet model, with far less data, in inferring these key competitive measures.

Our research addresses a fundamental, and largely new, business problem and has implications to both the marketing and information systems fields. Our motivations, as well as implications of our results, relate to effective design of CI systems, data sufficiency, information sharing, and privacy—all areas in which the information systems community has strong interests. Our primary contribution to the marketing field is essentially a new model that works in a limited-information scenario that is commonly faced by marketers. Specifically, the method presented here and the associated empirical results are particularly important to information systems theory and practice for the following reasons:

• Our method provides a solution for CI when detailed transactional data on competitors are not available. This approach can be readily integrated into the design of BI dashboards due to the relatively simple inputs required from a data perspective.

• The competitive measures derived here can form the basis for sense-and-respond BI capabilities. Specifically, on a strategic level knowledge of the competitive landscape may clearly inform initiatives such as mergers and acquisitions. At the tactical level, the Internet presents unique opportunities for firms to act in real time on competitive information. For instance, carefully designed personalized promotions and online advertising strategies can often be implemented immediately, on a customer-by-customer basis, when faced with eroding market share or other competitive threats.

• From an information privacy context, we present an approach to sharing data that does not require individual transactions to be revealed. This is particularly relevant given numerous cases of identity revelation from supposedly anonymized data, which has made many firms far more cautious when it comes to sharing transactional data outside the boundaries of the firm. This is also related to recent research in information systems and management science on privacy-preserving information sharing (Fader et al. 2007, Menon and Sarkar 2007, Yang et al. 2005).

• It raises a more general question of how much data are really needed when there are specific objectives for which these data are sought. This is related to recent research in management science on information acquisition and active learning (Zheng and Padmanabhan 2006). Our results should also be viewed in the context of recent results in the IS literature that examine the innovative use of aggregate data to improve prediction models. For instance, Umyarov and Tuzhilin (2011) show that combining aggregated movie review data (i.e., IMDB data) with individual customer data from Netflix can enhance the movie recommendation accuracy.

The rest of this paper is structured as follows. In §2 we review related work from the research areas mentioned briefly above. Section 3 provides the theoretical background and discusses the full-information NBD/Dirichlet model that can be used to infer competitive measures when complete user-centric data are available. The limited-information NBD/Dirichlet model is then presented in §4. Results from applying the limited and full-information models are then presented in §5, followed by a discussion of limitations and future work in §6. We conclude in §7.

2. Related Work and Context

Recent work in a variety of disciplines, including finance (Kallberg and Udell 2003), marketing (Park and Fader 2004), economics (Liu and Serfes 2006), and information systems (Padmanabhan et al. 2001, 2006), have demonstrated the value of using customer data across firms for a variety of important problems. Kallberg and Udell (2003) demonstrate that lenders’ sharing credit information on borrowers adds value to all participating lenders. In the case of online retail, Park and Fader (2004) show that customer browsing behavior can be modeled more accurately by using cross-site data, suggesting the value of sharing information between online firms. Padmanabhan et al. (2006) quantify the benefits that may be expected from using the more complete user-centric data compared to traditional site-centric data that individual online retailers typically observe, for predicting purchases and repeat visits. However, unlike our work here, which uses aggregate information, these approaches require integrating individual customer data across firms. Often a fairly large amount of such data has to be collected by a firm before any benefits can be reaped, and thus, Padmanabhan et al. (2006) caution against acquiring too little data. Unlike the above approaches, this paper focuses on learning competitive measures at the firm level, the inference of which may not need complete individual customers’ across firm data, as we demonstrate later.

As we pointed out earlier, the research on competitive measures dates back to the early part of the 20th century, when Arthur C. Nielsen revolutionized the field of marketing research with the measure of “market share.” Since then, marketers have
developed a variety of competitive measures. Farris et al. (2006) enumerates more than 50 competitive measures, including market share, market penetration, purchase frequency, etc., and show how to use a “dashboard” of these metrics to gauge a firm’s business from various perspectives, such as promotional strategy, advertising, distribution, customer perceptions, and competitors’ power. Davis (2007) defined over a hundred such metrics that marketers need to know to understand the competitive landscape. Both lists encompass all the competitive metrics proposed in the Dirichlet literature (Goodhardt et al. 1984, Ehrenberg 1988). Besides those we introduced before (i.e., penetration, market share, frequency, and SoW), other common measures include the percentage of a firm’s customers who transacted with that firm only once (“once only”), the percentage of a firm’s customers who only transact with that firm in the category (“100% loyal”), and the percentage of a firm’s customers who also transacted with a specified other firm (“duplication”). Our proposed model can be used to derive all these measures analytically.

Many of the CI measures are also being used in firms as KPIs (key performance indicators), as opposed to the conventionally inward-looking BI measures in a typical dashboard. However, the seemingly appealing notion of incorporating CI is often hindered by the lack of necessary data. Confidentiality and privacy issues are often major obstacles to obtaining the relevant data. This has spawned the rise of privacy-preserving data mining (e.g., Menon and Sarkar 2007), a set of methods that enable managers to share data while concealing any specific individual-level patterns or other potentially sensitive characteristics. Still, most of these approaches assume that firms are willing to share individual-customer level data, an assumption that is increasingly unrealistic in the context of some recent high-profile disclosure cases. As one example, when a prominent online portal released some of its supposedly anonymized search query data, reporters were able to link a specific individual to many of the search queries, sparking a major outcry.5

As mentioned in the introduction, one key measure we attempt to infer is SoW. The SoW measure has been noted to be one of the best ways to gauge customer loyalty as well as the overall effectiveness of a customer relationship management strategy (Uncles et al. 1995, Fox and Thomas 2006, Du et al. 2007). Beyond the academic literature, practitioners also acknowledge its importance (see, e.g., a recent white paper that focuses on the online apparel industry). When comparing MS and SoW, it becomes quite clear that the latter is much harder for individual firms to determine, because it requires them to have information specifically on their customers’ transactions at competing stores. However, we will show how it can be inferred from readily available summary statistics combined with the firm’s site-centric customer records.

There is recent work (Du et al. 2007, Fox and Thomas 2006) that directly addresses the estimation of share of wallet from augmented data or from information sharing. Du et al. (2007) consider the case of a focal firm that desires to estimate the share of wallet for each of its customers. In this setting, initially the firm observes only their customers’ purchases. Their method involves obtaining detailed survey data for a sample of customers regarding their activities at competing firms, and using these acquired values to impute those unknown values for other customers. The imputed values are then used to compute each customer’s SoW. However, as recent research (Zheng and Padmanabhan 2006) in management science has shown, such list augmentation approaches may require extensive complete data before the imputation models work well. Whereas the approach in Du et al. (2007, p. 102) estimates SoW well for a validation set of 10,000+ customers, these results are based on acquiring survey data for approximately 24,000 customers. In practice, acquiring detailed data for such a large percentage of customers can be prohibitive. One possibility is to augment the above approach with active learning methods for list augmentation (Zheng and Padmanabhan 2006), but this has not been comprehensively studied in this literature as yet. Another recent approach (Fox and Thomas 2006) considered using customers’ shopper loyalty card data to predict customer-level SoW. This approach models spending at competing retailers using multioutlet panel data, and uses this model on loyalty card data to predict expected spending at other retailers, thereby generating SoW for each customer. In their experiments they use detailed panel data on 210 households to make SoW predictions for 148 households. Hence, as in the previous work, the acquired data in these experiments is considerably large.

 Compared to these approaches, our method uses substantially less data (specifically the penetration or market share for each firm in an industry) to make SoW inferences. Second, whereas the above literature only estimates SoW for a focal firm, our approach

---

6 This report (http://www.techexchange.com/thelibrary/ShareOf-Wallet.html) begins with the following sentence: “Maximizing share of wallet is among the most important issues facing the partners in any consumer oriented value chain.”
permits a focal firm to infer the SoW for all firms in its industry. Finally, acquiring individual customer-level data across firms may raise specific privacy concerns and will therefore require effective privacy-preserving approaches such as the ideas described in Menon and Sarkar (2007). We avoid this issue by using only aggregate data about competitors, an effective way of preserving individual privacy and minimizing data-handling complexity. Aggregated data, when used appropriately, can be a feasible and valuable alternative to more granular data. For example, the model proposed in Umyarov and Tuzhilin (2011), which combines aggregated movie review data from IMDB with the individual user’s movie rating, enhances Netflix’s movie recommendation system significantly.

Finally, there is broader interest in making inferences using data sets that combine limited information about individuals with comprehensive aggregate data. Recent papers such as Chen and Yang (2007) and Musalem et al. (2008, 2009) offer sophisticated new approaches that enable analysts to infer individual-level choice patterns from aggregate data. Although these papers seem similar in spirit to the method we develop here, there are several key differences worth emphasizing. First, although these papers utilize aggregate data, they assume that period-by-period (e.g., weekly) sales information is available for all competitors. In many industries, however, this is not the case in practice. Second, although these papers provide valuable insights about individual-level choice processes, they are not built upon a rich, well-validated tradition such as the NBD/Dirichlet. By no means does this imply that their models are inferior, but our ability here to link the model (and the resulting output measures) back to an extensive and well-validated literature is a significant positive. Finally, these alternative approaches all require computationally intensive simulation-based estimation methods for model implementation. Ours, in contrast, is quite simple to implement—even in a familiar spreadsheet environment such as Excel. This can be an advantage for practitioners grappling with the real-world problem that we focus on in this paper.

3. Theoretical Background and the NBD/Dirichlet Model

The theory that we build is based on the extensively researched area of repeat buying in the marketing literature. The basic problem is to model customers, each of whom has a variable number of transactions within a product category, and the associated decisions about which competing firm to choose each time. A key strength of these models is that they capture individual-level customer behavior and then derive the distributions of various aggregate statistics of interest. In this case, we are going to work “backwards” in order to make individual-level inferences from some aggregate statistics. First, we briefly review the traditional NBD/Dirichlet model.

3.1. The NBD Model for Category Purchasing

The negative binomial distribution (NBD) is one of the best-known “count models” (Winkelmann 2008). A complete analysis of this model is provided by Schmittlein et al. (1985). A notable aspect of the NBD model is that just simple histogram data are needed for parameter estimation. The NBD model assumes that the overall number of (category) purchases (denoted as \( N \), with the individual subscript suppressed for ease of exposition) for any customer during a unit time period can be modeled as a Poisson process with purchase-rate parameter \( \lambda \). However, each individual may have a different purchase rate. To accommodate this difference (heterogeneity) among customers, these rate parameters are assumed to be gamma distributed \( f(\lambda) = (\alpha^\lambda \lambda^{-1} e^{-\lambda \alpha})/\Gamma(\lambda) \) with shape parameter \( r \) and scale parameter \( \alpha \), where \( E(\lambda) = r/\alpha \). It is common knowledge that these two assumptions combine to yield the NBD model for the aggregate number of customer purchases. In other words, the probability of observing \( n \) purchases in any fixed unit time period for the random count variable \( N \) is:

\[
P(N = n \mid r, \alpha) = \int_0^\infty P(N = n \mid \lambda)f(\lambda \mid r, \alpha) d\lambda
\]

\[
= \frac{\Gamma(r+n)}{\Gamma(r)n!} \left( \frac{\alpha}{\alpha+1} \right)^r \left( \frac{1}{\alpha+1} \right)^n. \quad (1)
\]

The key feature defining the NBD model is the linearity of the conditional mean—the purchase propensity as specified in Equation (1) does not change over time, known as the stationary market assumption (Schmittlein et al. 1985). Through comprehensive empirical and simulation studies, Dunn et al. (1983, p. 256) show that the NBD assumptions are reasonable for the majority of buyers, both for brand- and store-level purchases. They conclude that “for most purposes in brand purchasing studies, the NBD tends to be accepted as robust to most observed departures from its (stationary) Poisson assumption.” Morrison and Schmittlein (1988, p. 151) also hold that the NBD model is very robust and the combination of the Poisson and Gamma processes tend to work very well. Further details about the NBD as a stand-alone model of product purchasing can be found in Ehrenberg (1959), Morrison and Schmittlein (1988), and Schmittlein et al. (1985).
3.2. The Dirichlet-Multinomial Model for Brand Choice

Every time a customer makes a purchase in the category, she also makes a brand-choice decision. As in the case of the NBD model for category purchasing, one first makes an assumption about the individual-level choice process, and then brings in a mixing distribution to capture heterogeneity across customers. In this case, a standard multinomial distribution is used for the former, and a Dirichlet distribution for the latter. This leads to the well-known Dirichlet-multinomial (or “Dirichlet,” for short) model, which was discussed in detail in Ehrenberg (1988), Goodhardt et al. (1984), and also in Fader and Schmittlein (1993).

Suppose there are \( k \) brands, let \( a_j \) be the Dirichlet parameter indicating the attraction of brand \( j \), and let the sum of \( a_j \) be \( s = \sum_{j=1}^{k} a_j \). That is, \( s \) represents the overall attractiveness of the entire category (to a random customer) and \( a_j/s \) can be interpreted as the share of attractiveness (i.e., market share) of brand \( j \) in the market. Then the probability of a customer making \( x_1 \) purchases of brand 1 and \( x_2 \) purchases of brand 2, \ldots, and \( x_k \) purchases of brand \( k \), given \( n \) category purchases has been shown to be:

\[
P(X_1 = x_1, \ldots, X_k = x_k \mid n, a_1, \ldots, a_k) = \frac{\Gamma(s + n) \prod_{j=1}^{k} \Gamma(a_j + x_j)}{\prod_{j=1}^{k} \Gamma(a_j)} \]

where \( \Gamma \) is the Gamma function. Ehrenberg et al. (2004) point out that the Dirichlet model works because it nicely captures regularities prevalent in a variety of markets such as (1) smaller brands not only have fewer customers, but they tend to be purchased less frequently by their customers (referred to as “double jeopardy” as if smaller brands are punished twice); (2) large heterogeneity of customers, with some purchasing very few and some purchasing very frequently; and (3) much the same proportion of any particular brand’s customers also bought another brand of interest, i.e., the so-called constant duplication phenomenon (p. 1310). These “lawlike” patterns have been confirmed from soup to gasoline, prescription drugs to aviation fuel, where there are large and small brands, and light and heavy buyers, in geographies as diverse as the United States, United Kingdom, Japan, Germany, and Australasia, and for over three decades (Sharp 2010).

The Dirichlet model is not without limitations. It is best applied in what Ehrenberg et al. (2004) refer to as a stable market where (1) customers do not change their pace of purchases of a product over time (a result of the stationary NBD process of category purchases) and (2) the brands are not functionally differentiated and they show no special partitioning of certain brands (the so-called nonsegmented market as a result of the multinomial choice process). Over the years, there have been attempts to extend the model to nonstable markets by considering the existence of nonstationarity (Fader and Lattin 1993), change of pace and niche markets where a brand specializes in attracting a particular group of customers (Kahn et al. 1988), a large amount of customers who make zero purchases of a brand (spike at zero), and violations of the distributional assumptions (Morrison and Schmittlein 1988) and in segmented markets (Danaher et al. 2003). In the third online appendix (of the electronic companion), we provide more-detailed explanations for all these marketing terminologies.

3.3. The NBD/Dirichlet for Full Information

In a typical application of the NBD/Dirichlet model, researchers assume that the two aforementioned behavioral processes are independent of each other (i.e., there is no linkage between category incidence and brand choice). Assuming that complete data are available to observe both processes, standard estimation approaches (e.g., maximum likelihood) can be used to obtain the two parameters for the NBD component and the \( k \) parameters for the Dirichlet component. In the full-information world, it is unnecessary for a researcher to estimate all \( k + 2 \) parameters simultaneously——thus, the “full-information” NBD/Dirichlet is not truly an integrated model; it is just the concatenation of two separate, independent submodels. In contrast, our “limited-information” approach, to be discussed shortly, is fully integrated and allows for the simultaneous estimation of the entire model.

Once the \( k + 2 \) parameter estimates are available, it is possible to derive a broad array of summary brand performance measures, including a variety of competitive indicators, such as market share, share of wallet, and the number of 100\% loyal customers. In contrast to more traditional econometric approaches, model evaluation is often judged by how well a given model can capture the various diagnostic measures mentioned above (Goodhardt et al. 1984, Ehrenberg 1995, Fader and Schmittlein 1993, Uncles et al. 1995), in addition to overall model fitness. We will follow this approach in this paper, and will similarly evaluate our limited-information model based on how well the model can be used to derive these important competitive measures.

We conclude this section by reminding the reader about the overall data requirements for the typical full-information NBD/Dirichlet model. Specifically,
for each customer it is necessary to know the number of transactions conducted with each of the competing firms in the market. As noted at the outset of the paper, this is often a very difficult data structure to obtain. More frequently, firms have complete information only for their brand, and therefore are unable to implement the NBD/Dirichlet model. We begin to address this “limited-information” scenario in the next section.

3.4. The BB/NBD Model for Limited Information
Although full information on each customer’s cross-brand purchasing may not be available in practice most of the time, many firms still wish to tease apart the two underlying behavioral processes (i.e., category incidence and brand choice) from each other. Although it may be hard to sort out separate NBD and Dirichlet models when the observed data confound the two processes, there is an elegant model that, in theory, allows this “teasing apart” to be accomplished even without complete data for each customer. This model, known as the beta-binomial/NBD (or BB/NBD) was first introduced by Schmittlein et al. (1985) and has been used in a variety of settings to try to pull apart two integrated processes that cannot be separately observed (often due to data limitations as described earlier). The BB/NBD is a special two-brand case of the NBD/Dirichlet model that lumps all competing brands into a single “other brand” composite. Here the setting is that of a random customer who first decides whether to visit the category according to a NBD process and then decides whether to purchase the focal brand according to a beta-binomial process (Schmittlein et al. 1985).

Like the NBD/Dirichlet, the BB/NBD continues to assume that category incidence is governed by an NBD submodel, but instead of using the complete k-brand Dirichlet-multinomial, the BB/NBD uses a dichotomous beta-binomial in its place. In other words, the decision of whether to purchase the focal brand is now a binomial process (as opposed to the multinomial process in the Dirichlet case) with choice propensity p. However, customers are allowed to differ from each other in their choice propensities, and this distribution of p across the population is assumed to follow a beta distribution where \( g(p) = (1/B(a, b))p^{a-1}(1-p)^{b-1} \) with mixing parameters as a and b (the beta distribution is the two-alternative special case of the more-general Dirichlet distribution). This leads to the BB/NBD distribution, the detailed derivation of which is presented in the first online appendix (of the electronic companion).

\[
P(X = x) = \frac{\Gamma(r + x)}{\Gamma(r)x!} \left( \frac{1}{\alpha + 1} \right)^r \left( \frac{\alpha}{\alpha + 1} \right)^x \cdot \frac{\Gamma(a+x)}{\Gamma(a)} \cdot \frac{\Gamma(a+b)}{\Gamma(a+b+x)} \cdot F_1 \left( r; b + x; a + b + x; \frac{1}{\alpha + 1} \right),
\]

where \( X \) represents the observed number of purchases of the focal brand and \( F_1() \) is the Gaussian hypergeometric function.\(^7\) Note that this model needs four parameters to be estimated (\( r \) and \( \alpha \) parameters for the NBD model of category purchase, and \( a \) and \( b \) for the beta distribution of brand choice).

The elegance of the BB/NBD model lies in its ability to make inferences about each of the model components without being able to observe them separately. A benefit of this model is that most of the summary measures obtained from the full NBD/Dirichlet can still be obtained despite the data limitations. For instance, the expected reach or penetration (i.e., the percentage of customers who made at least one purchase of the focal brand) can be derived as \( \text{Penetration} = 1 - P(X = 0) = 1 - (a/(1 + a))^{r}F_1(r; b; a + b; 1/(1 + a)) \). This and other key summary measures are derived in detail by Fader and Hardie (2000).

However, despite the appeal of the BB/NBD, its ability to really sort out the underlying processes of interest is questionable. Given that a typical BB/NBD data set is just a simple histogram (capturing the distribution of purchase frequencies for the focal brand alone), it is hard to uniquely identify each of the four parameters in a reliable manner. The empirical analyses performed by researchers such as Bickart and Schmittlein (1999) and Fader and Hardie (2000) show several problems, including: (1) a high degree of sensitivity to initial settings in the parameter estimation process; (2) a very flat likelihood surface indicating the presence of many local optima; (3) limited ability to outperform simpler specifications, such as the ordinary NBD by itself; and (4) managerial inferences that do not have a high degree of face validity. The extent of these problems would likely become even more acute when trying to make inferences on competitive summary statistics (e.g., SoW) because the data lacks any information at all about the various competing brands.

With these problems in mind, we need to augment the basic BB/NBD model by introducing some information about competitive brands. This will give the data set more “texture,” and such data augmentation beyond the simple histogram can allow the reliable estimation of multiple parameters with the

\(^7\)The Gaussian hypergeometric function \( F_1() \) is discussed in detail in Johnson et al. (1992) and the Wolfram functions site at http://functions.wolfram.com/HypergeometricFunctions/Hypergeometric2F1/02/. It solves the integral \( F_1(a; b; c; x) = (\Gamma(c)/\Gamma(b)\Gamma(c - b))) \int_0^1 \frac{t^{b-1}(1-t)^{c-a}(1-xt)^{a-1}}{t} dt. \)
ability to make direct linkages to (and inferences about) the focal brand’s competitors. The key idea is to move from the pure BB/NBD back towards a NBD/Dirichlet, but using only commonly available summary statistics instead of the complete individual-level transaction histories that it usually requires. We demonstrate how to do so in the next section.

4. The Limited-Information NBD/Dirichlet (LIND) Model

There are three characteristics for the data we utilize in our limited-information setting:

1. Each firm has access to its own customer data, i.e., site-centric data for an online store, but knows that there may exist customers that only purchase with its competitors in the same category (whom they may therefore never observe).

2. Each firm knows exactly one piece of aggregated information (e.g., penetration or market share) for each of the other relevant firms in the category. For example, if Amazon is the focal store to examine, then it uses as inputs the count information on all its customers (e.g., the number of purchases that each customer made at Amazon) as well as just the penetration (or market share) for each of the other leading online stores. This kind of competitive information is widely available at low cost.\(^8\)

3. At the category level, we make a realistic assumption that we can only observe those customers who made at least one purchase at the category. That is, we assume we do not know how many customers may be interested in a category but have not purchased anything yet.

We believe that these are reasonable assumptions, supported by actual data collection practices. We make these assumptions strictly because of their realism, as opposed to mathematical convenience. Furthermore, they apply equally well to an online or offline context, and are not tied to any particular industry/sector.

4.1. The Model

We propose a model that integrates the NBD model for category purchasing and the Dirichlet-multinomial model for brand choice, yet with a considerably easier data requirement than the full-information NBD/Dirichlet relies upon. This limited-information NBD/Dirichlet (LIND) model takes one specific firm (e.g., Amazon) as the focal one and models the entire market from its perspective. We summarize the notation to be used in Table 1.

First we assume that the usual NBD process applies to category-level purchase patterns, with one difference: because we only observe customers with at least one purchase in the category (data assumption 3), we model the number of category purchases, \(N\), as a shifted Poisson\(^9\) with rate \(\lambda\):

\[
P(N = n \mid \lambda) = \frac{\lambda^{n-1}e^{-\lambda}}{(n-1)!}, \quad n = 1, 2, \ldots; \ \lambda > 0. \quad (4)
\]

Then, as with the regular NBD, we use a gamma distribution with parameters \(r\) and \(\alpha\) to characterize the differences in these rates. This yields a commonly used Shifted NBD (sNBD) model for category purchasing. Next, given the number of category purchases for a random customer, the choice of the focal brand is modeled (just as before) using a binomial distribution with rate \(p\). Following standard assumptions (Schmittlein et al. 1985, Fader and Hardie 2000), \(\lambda\) and \(p\) are assumed to follow a gamma and a beta distribution, respectively.

Altogether this yields a new model that we term as BB/sNBD (beta-binomial/shifted negative binomial

---

\(^8\) Such data are routinely reported by many research firms, both online and offline. For instance, Information Resources, Inc. has regularly reported penetration statistics for grocery categories for many years (e.g., Fader and Lodish 1990), and comScore Networks publishes online firms’ reach as part of its Media Metrix service (http://www.comscore.com/metrix/).

\(^9\) Another common way to deal with nonzero data is the truncated Poisson. We derive the truncated LIND model and present the results in Online Appendix 2 of the electronic companion as a possible alternative. Guidelines for choosing between the shifted and truncated models are also provided there.
distribution) model. The detailed derivation of this model is provided in Appendix 1. Below we directly present the marginal distribution of

\[ P(X = x) = \binom{\alpha}{\alpha + 1} \binom{\beta}{a + b} F_2 \left( r; b + 1; a + b + 1; \frac{1}{\alpha + 1} \right), \quad x = 0 \]  

\[ P(X = x) = \binom{\alpha}{\alpha + 1} \binom{\beta}{a + b} \binom{\gamma}{c + d} F_2 \left( x + r - 1; b; a + b + x; \frac{1}{\alpha + 1} \right) \]

Adding constraints turns the usual unconstrained maximum-likelihood optimization problem into a constrained optimization task, but a relatively straightforward one. This constrained optimization formulation (Equation (7)) solves the problem from the focal site’s perspective. Denote \( x_{ij} \) as the number of purchases of customer \( i \) to site \( j \). The objective function is simply the sum of the log-likelihood based on the density function shown in Equation (A5). Let \( M_j \) be the number of customers of site \( j \). We have:

\[ \max_{r, a_1, a_2, \ldots, a_k} \sum_{i=1}^{M_j} \ln[P(X_{ij} = x_{ij})] \]

\[ \text{Penetration}_i = 1 - \left( \frac{\alpha}{\alpha + 1} \right)^r \frac{b_1}{a_1 + b_1} \]

\[ \text{Penetration}_k = 1 - \left( \frac{\alpha}{\alpha + 1} \right)^r \frac{b_k}{a_k + b_k} \]

\[ \text{s.t.} \]

\[ r, a_1, a_2, \ldots, a_k > 0. \]

The right-hand side (RHS) of each constraint is the expected penetration from Equation (6) and the left-hand side (LHS) is the observed actual penetration for each site. Note that each firm in the product category would solve formulation (7) using its own observed customer data, with a separate constraint for itself and each of its competitors.

Estimating the \( K + 2 \) parameters may appear to be somewhat daunting because the likelihood function and constraints include the Gaussian hypergeometric function, noted to be cumbersome (Fader and Hardie 2000). However, Appendix 2 presents the VBA (Visual Basic for Applications) code we wrote for the \( F_2 \) component, which can be integrated into Excel as a customized function. With this customized function, the constrained optimization problem can be easily implemented in Excel using its built-in Solver tool.

4.2. Deriving Competitive Measures

After estimating the parameters for (7), a focal site can then use them to derive any traditional NBD/Dirichlet measures of interest in order to characterize the competitive landscape of the overall category. As noted in the introduction, two popular ones are the market share and the share of wallet for each firm. An important result here is that a focal site can derive these measures analytically for all other firms without requiring any individual customer data from them.
The expected market share for each firm is straightforward and given in (8). This is essentially the ratio of the propensity of a random customer to purchase at a specific site to the propensity to purchase at any site in the category. Let \( s = \sum_{j=1}^{k} a_j \) and \( b_j = s - a_j \), the market share of site \( j \) is:

\[
MS_j = \frac{a_j}{s}.
\]

(8)

Note that \( MS_j \) is often available from the same sources that provide the penetration data, so this might not be a big deal by itself. However, we include it here both for generality as well as a way to check the validity of our model. The share of wallet for any firm is shown in (9). Let \( x_j \) be the number of purchases of a random customer to site \( j \) and \( n \) be the total number of purchases to all firms in this category. The share of wallet can be estimated for any firm as \( E(x_j/n \mid x_j > 0) \). Unlike the market share, the conditioning is important because share of wallet for a firm is only computed based on its own customers’ across-firm purchases (\( x_j > 0 \)). The numerator in (9) represents a random customer’s number of purchases to the site of interest. Suppose the customer made \( n \) purchases to the category, with the probability of \( P(n) \), i.e., the density of the shifted NBD. From the market share definition, given \( n \), we know the number of purchases the random customers make at a specific site is \( n \times a/s \). Because \( n \) is a random variable, the numerator thus represents the expectation of this number of purchases. The denominator represents the expectation of the total number of category purchases a random customer who has transacted at the site (the conditioning) makes. The probability of the random customer buying at least once at the site is \( 1 - P(X_j = 0 \mid n) \), and the probability of making \( n \) category purchases is \( P(n) \). Integrating the expected category purchases over \( n \), we derive the denominator as \( \sum_{n=1}^{\infty} P(n)n(1 - P(x_j = 0 \mid n)) \). Thus, SoW of site \( j \) becomes:

\[
SoW_j = E\left(\frac{x_j}{n} \mid x_j > 0\right) = \frac{\sum_{n=1}^{\infty} P(n)n a_j/s}{\sum_{n=1}^{\infty} n P(n)(1 - P(x_j = 0 \mid n))} = \frac{(a_j/s)(r/\alpha + 1) \cdot (a_j/s)(r/\alpha + 1) - \sum_{n=1}^{\infty} n \Gamma(r + n - 1)}{(r)(n-1))\alpha/(\alpha+1)\Gamma(1/(\alpha + 1))^{n-1}(\Gamma(s)\Gamma(b_j + n))^{-1}}.
\]

(9)

Appendix 2 presents detailed derivations and the VBA code for customizing SoW as a function with parameters \( r, \alpha, \) and \( a_1, \ldots, a_k \) as inputs.

Whereas we focus on two principal measures (MS and SoW), there are other competitive measures (Ehrenberg 1988, Ehrenberg et al. 2004) that may also be derived. Appendix 2 also provides the derivations for “frequency,” “once only,” “100% loyal,” and “duplication.” We would like to note that several of the key formulas we derived (e.g., SoW, 100% loyal and duplication) are new to the Dirichlet literature.

5. Results

The data we use are provided by comScore Networks, made available through The Wharton School’s WRDS service (wrds.wharton.upenn.edu). The raw data consist of 50,000 panelists’ online visiting and purchasing activities. This “academic” data set provides detailed session-level data at the customer level for every site within a category (in contrast to the purely site-centric data to which most firms are limited). This enables us to treat each site as the “focal” site and run the model separately for each of them. This also provides us with a much more comprehensive test of the model than if we had only chosen a single site. Furthermore, after first presenting detailed results for one category (online air travel agents), we will then present a summary of results across multiple categories.

The online travel agent category is one of the early adopters and one of most successful industries in e-commerce. Determining various competitive measures is of particular value given the fierce competition in this industry. We selected the top five (based on the number of customer purchases) online travel agents in this category in the entire year of 2007—Expedia (EP), Orbitz (OB), Cheaptickets (CT), Velocity (TL), and Priceline (PL),\(^{10}\) and hereafter we use the abbreviations in parentheses to refer to these sites. Because we are interested in estimating competitive measures regarding customer purchases to the various sites, the preprocessed data representing the full-information case (used by the NBD/Dirichlet model) is a count data set where each record represents a specific customer and has six variables—the user ID and five variables representing the total number of purchases that this customer made to each of the five online agents.

5.1. Detailed Results for the Online Air Travel Industry

Table 2 provides a summary of this data including reach (the number of customers who made at least one purchase), penetration, frequency (the average number of purchases per customer who made at least one purchase at the focal site), market share, and SoW. In the spirit of the “double jeopardy” phenomenon in marketing (Goodhardt et al. 1984), we see that firms with higher reach tend to also have higher values for most of the other measures. As seen (and

\(^{10}\) These sites account for 94% of total visits, 85% of unique users, and 92% of total purchases in the category.
emphasized) quite often in the NBD/Dirichlet literature, the cross-site penetrations have much higher variance than the purchase frequencies.

We first estimate the parameters of the full-information NBD/Dirichlet model using maximum likelihood estimation (MLE). There are \( K + 2 \) parameters to be estimated for each focal site: the \( r \) and \( \alpha \) parameters for the shifted NBD model of category purchase, and \( K \) parameters \( (a_1, \ldots, a_K) \) for the brand-choice probabilities across these \( K \) sites. The estimated parameters of this full-information model are reported in Table 3. As the expected market shares \((a/s)\) show, the full-information Dirichlet model’s market share inferences correspond reasonably well to the actual observed market share measures reported in Table 2.

5.1.1. The LIND Results. The LIND model takes a given firm as the focal site for parameter estimation, but we repeat this estimation procedure for each firm. Thus, there are five separate sets of parameters reported in Table 4, depending on which site is considered as the focal one (in other words, the model is run separately for each one). Each set (i.e., column) consists of the parameter estimates for \( r \), \( \alpha \), and \( a_i \) through \( a_5 \) for all five sites. The order of the estimated parameters is consistent across all five sites, regardless of which one is being used as the focal site. At first glance, the magnitudes of the estimated Dirichlet parameters \((a_1 \text{ to } a_5)\) seem to vary across different focal sites, but this is largely due to consequential scaling effects. As we will show shortly (in Table 5), the estimates of market shares, which automatically adjust for these scaling differences (as shown in Equation (8)), are virtually identical across the five focal sites. The magnitude of \( r \) and \( \alpha \) are adjusted accordingly to reflect the scaling. Also note that these estimated parameters are comparable to those of the full-information NBD/Dirichlet, which suggests that the proposed LIND model does a good job of recovering the underlying customer behaviors even with a drastically smaller set of input data.

However, as noted above, merely examining the closeness of the parameter estimates does not reveal the performance of individual LIND models. Thus, we further examine the overall fitness by plotting the histogram charts of the observed customer purchases versus the expected purchases from LIND in Figure 1. It is clear that each of the five models works quite well for each focal site.

Based on these parameters shown in Table 4, we then use the formulae described in §4.2 to estimate the market share and share of wallet measures for these five retailers. These results are presented in Tables 5 and 6.

These tables should be interpreted as follows. Each column under “LIND” represents the view of the entire category from each site’s perspective. For instance, the results corresponding to the column EP correspond to building a LIND model with Expedia as the focal site (i.e., estimating the model parameters from EP’s data plus the constraints) and using this model to compute MS and SoW for the other sites. Hence, the results under column EP would represent Expedia’s view of the world as it related to MS and SoW, and so on for the columns OB, CT, TL, and PL. The last two rows of Tables 5 and 6 compute the mean absolute deviation (MAD)\(^{11}\) of the LIND results.

---

### Table 2  Some Observed Competitive Measures for Online Travel

<table>
<thead>
<tr>
<th>Category</th>
<th>EP</th>
<th>OB</th>
<th>CT</th>
<th>TL</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach</td>
<td>1,930</td>
<td>1,578</td>
<td>1,410</td>
<td>1,250</td>
<td>646</td>
</tr>
<tr>
<td>Penetration (%)</td>
<td>31.5</td>
<td>25.7</td>
<td>22.9</td>
<td>20.4</td>
<td>10.5</td>
</tr>
<tr>
<td>Frequency</td>
<td>1.40</td>
<td>1.33</td>
<td>1.26</td>
<td>1.41</td>
<td>1.37</td>
</tr>
<tr>
<td>Market share (%)</td>
<td>29.3</td>
<td>22.8</td>
<td>19.2</td>
<td>19.2</td>
<td>9.6</td>
</tr>
<tr>
<td>SoW (%)</td>
<td>84.0</td>
<td>79.9</td>
<td>78.0</td>
<td>81.4</td>
<td>77.6</td>
</tr>
</tbody>
</table>

### Table 3  Parameter Estimates from the Shifted NBD Model and the Dirichlet Model

<table>
<thead>
<tr>
<th>NBD</th>
<th>( r )</th>
<th>0.398</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.788</td>
<td></td>
</tr>
<tr>
<td>Dirichlet</td>
<td>EP</td>
<td>OB</td>
</tr>
<tr>
<td>( a )</td>
<td>0.174</td>
<td>0.140</td>
</tr>
<tr>
<td>Market share ((a/s)) (%)</td>
<td>28.7</td>
<td>23.1</td>
</tr>
</tbody>
</table>

---

\(^{11}\) We use MAD as the measure here, following the convention of the literature in NBD/Dirichlet (e.g., Goodhardt et al. 1984; Fader and Schmittlein 1993, Uncles et al. 1995). We also tried some other measures such as average percentage deviation, but the results do not
Table 5 Market Share Results

<table>
<thead>
<tr>
<th>Brand</th>
<th>Observed</th>
<th>Dirichlet (%)</th>
<th>LIND (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP</td>
<td>29.3%</td>
<td>28.7</td>
<td>EP 28.7</td>
</tr>
<tr>
<td>OB</td>
<td>22.8%</td>
<td>23.2</td>
<td>OB 28.6</td>
</tr>
<tr>
<td>CT</td>
<td>19.2%</td>
<td>20.5</td>
<td>CT 28.6</td>
</tr>
<tr>
<td>TL</td>
<td>19.2%</td>
<td>18.3</td>
<td>TL 28.6</td>
</tr>
<tr>
<td>PL</td>
<td>9.6%</td>
<td>9.3</td>
<td>PL 28.5</td>
</tr>
<tr>
<td>MAD</td>
<td></td>
<td></td>
<td>MAD 0.68</td>
</tr>
</tbody>
</table>

As these two tables show, the full-information Dirichlet model captures the observed MS and SoW measures well for all firms. This is consistent with prior research that applies the Dirichlet model for other retail markets (Goodhardt et al. 1984, Ehrenberg 1988). For our purpose, we use these results as an upper bound that the use of full information can achieve. For the MS estimation, LIND’s results are very close to those of NBD/Dirichlet (within 0.07%), and not far from the actual (within 0.8%). For the SoW results, LIND compares well with the NBD/Dirichlet model (within 1.5%) and the observed values (within 2.0%).

In summary, for the online travel industry, the LIND model performs well compared to the full-information NBD/Dirichlet model, while at the same time using significantly less data than what the NBD/Dirichlet model uses.

5.1.2. Comparing LIND with BB/NBD and BB/sNBD. We further compare the LIND model’s overall fitness statistically with those of two benchmark models: BB/NBD and BB/sNBD. We use the Bayesian Information Criteria (BIC) to compare the three models. Notice that all three models were run on the same customer data (in total 6,132 customers) for each of the five sites. Both the BB/NBD and BB/sNBD models use four parameters ($r, \alpha, a, b$), whereas LIND uses seven parameters ($r, \alpha$, and five $a$).

Table 7 presents the BIC values for the three models under each site. Based on the BIC numbers, it is clear that LIND consistently outperforms both BB/sNBD and BB/NBD; the traditional BB/NBD performs worst among the three.

5.2. Robustness Checks

In this section, we conduct two robustness checks.

5.2.1. Results Using Market Share as the Input.
So far we considered using penetration to be the inputs for LIND. However, LIND is a flexible model,
and other aggregate measures can also be utilized instead; a natural candidate is market share due to its common availability. Here we further investigate the performance of LIND when market share is used as the aggregated inputs. The only modification we need to make in this case is to change the constraints in Equation (7) to ensure the expected market share (formula of which is provided in the appendix) is equal to the actual observed market share. Then we use the estimated LIND parameters to infer penetration and SoW, the results of which are reported in Tables 8 and 9, respectively.

As these two tables show, LIND still performs well, confirming the flexibility and generality of LIND.

### 5.2.2. Summary Results for Multiple Categories.

We also report results from applying the model to a broader set of five online retail categories: online apparel, wireless services, books, office supplies, and travel services. Among the different categories of purchases that comScore Networks identify in their data, these categories are among the most-visited retail categories in the panel and are featured by comScore among key industries\(^\text{12}\) for online retailing. Specifically, these five categories reached 73% of unique customers and accounted for 36% of total transactions in the panel.

One caveat concerning the comScore panel data is that there are not many customers who make purchases across multiple sites in these additional categories. In Table 10, we report the percent of 100% loyal customers (those customers who only purchase at a single website) in each category. For the five categories of interest, on average only a little more than 10% of customers purchase at multiple sites. Although this is the reality of the online business, it does not provide a particularly tough test for the LIND model. Accordingly, we decided to switch from purchasing data to site-visit data for these further tests. Competitive measures of visits are important in their own right, e.g., share of visits has a direct impact on advertising revenue. Google’s new tool “Google insights for search” has added “share of search” as a measure to analyze searching patterns of users across different competitors. Further, visit patterns capture prepurchase information search and consideration set formation of the consumer. It is well recognized that consideration set formation is important in understanding and explaining consumer-choice behavior (Roberts and Lattin 1997). This is especially critical for the online world because it is possible to capture what sites an individual considered before arriving at a purchase decision. Google Analytics offers a tool for sites to funnel down from site visits to purchasing. Finally, this alternative measure gives us a chance to see the robustness of the LIND model, which helps demonstrate its general applicability to different kinds of behavioral settings.

Table 10 shows that there are plenty of customers who visit multiple websites in each category (along with some interesting and believable differences across the five categories). We apply the LIND model to the visit data from comScore in exactly the same way as we did with the purchase data, using penetration as the inputs. For each category we continue to use the top five sites to maintain consistency. The comScore data show that visits to various online retail categories is highly concentrated, with the top five sites in each category accounting for more than 90% of total visits in the category. In one extreme case (wireless services) the top five sites account for 99.5% of all visits.

To compare the LIND and the Dirichlet estimates, reconsider the results shown for online travel in Tables 5 and 6. Here note that every LIND cell in these tables—and there are 25 of them corresponding to five focal sites—can be compared to the corresponding

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Share of Wallet Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LIND (%)</td>
</tr>
<tr>
<td></td>
<td>EP OB CT TL PL</td>
</tr>
<tr>
<td>EP</td>
<td>84.0% 82.0% 81.0% 82.9%</td>
</tr>
<tr>
<td>OB</td>
<td>79.9% 80.7% 79.7% 81.7%</td>
</tr>
<tr>
<td>CT</td>
<td>78.0% 80.1% 79.0% 81.1%</td>
</tr>
<tr>
<td>TL</td>
<td>81.4% 79.6% 78.4% 80.6%</td>
</tr>
<tr>
<td>PL</td>
<td>77.6% 77.5% 76.2% 78.7%</td>
</tr>
<tr>
<td>MAD Vs. observed</td>
<td>1.35</td>
</tr>
<tr>
<td>MAD Vs. Dirichlet</td>
<td>1.15 1.48 0.83 0.81 0.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7</th>
<th>The Overall Fitness (BIC) of the Three Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site</td>
<td>LIND</td>
</tr>
<tr>
<td>EP</td>
<td>10,671.2</td>
</tr>
<tr>
<td>OB</td>
<td>9,201.2</td>
</tr>
<tr>
<td>CT</td>
<td>8,395.4</td>
</tr>
<tr>
<td>TL</td>
<td>8,229.4</td>
</tr>
<tr>
<td>PL</td>
<td>5,133.2</td>
</tr>
</tbody>
</table>

\(^{12}\) See http://www.comscore.com/solutions/is.asp.
Dirichlet estimates. Extending this to five categories, we obtain 125 specific comparisons for each measure. Figures 2 and 3 summarize the LIND/Dirichlet comparison, with the LIND values on the Y axis and a trend line plotted for comparison.

The market share estimates of the LIND model are very closely aligned with the estimates from the full-information model, and the SoW estimates also line up well, albeit with slightly higher variance.

The estimated slopes are significant at 1.06 and 0.96, respectively, again close to the ideal values obtained when the LIND estimates exactly correspond to the Dirichlet estimates.13 These results are very significant, considering the fact that the full-information Dirichlet model uses detailed customer-level cross-site data for the entire category, whereas LIND only uses one simple, often publicly available, aggregate measure for each competing firm. In the stream of work on estimating competitive measures, to our knowledge this is the first result that shows such good performance with so little data.

Next we present results that compare the Dirichlet, observed, and LIND estimates against each other. Again, we obtain 125 points where LIND can be compared against Dirichlet and observed values. For each comparison, we compute an absolute deviation representing the absolute value of the difference between

---

13 Compared to the market share results, the SoW estimates exhibit higher variance. This is expected, as is evident from Equations (8) and (9) (for estimating market share and SoW, respectively). The market share variance is only a function of the variance of parameter \( a \), whereas the SoW variance is amplified by the variance of \( r \) and \( a \). Thus, the variability associated with these additional parameter estimates will inflate the variability for the SoW statistics.
the LIND and Dirichlet/observed values. Across the 125 points we compute a mean absolute deviation (MAD). Instead of reporting this entire table, we group these into five based on the categories and report the MAD for each category.

Grouping the results into categories also has the advantage that the Dirichlet/observed comparisons will not have “repeats.” Specifically, for each category the Dirichlet estimates (and observed values) will always be the same for any focal site. For instance, referring back to Tables 5 and 6, note that the first two columns (Dirichlet and observed values) are independent of which focal site is chosen for parameter estimation.

Table 11 presents the summary of results. First, note that the market share results are particularly good. The MADs for all comparisons are low. The SoW estimates are also good, but not as close as the market share estimates. Specifically, the MAD of LIND versus Dirichlet is only 2.7%. The MAD comparison is an effective method for determining how close the estimates are in absolute terms (Goodhardt et al. 1984). To compute closeness to optimality in relative percentage terms, we compared the percentage differences between the LIND and Dirichlet estimates across all cases. For the market share estimates LIND is within 0.9% of the Dirichlet estimates on average, and for the SoW estimates it is within 2.7%.

We further use a repeated measure ANOVA to test if the results from the LIND “treatment” are significantly different from that of the Dirichlet’s. Hence, the LIND and Dirichlet treatments are the two within-subjects factors each site receives. Moreover, all the sites are grouped into five categories, and thus the categories form the between-subjects factors. Table 12 presents the two within-subjects tests for market share and SoW results separately. Both tests show that there is no significant difference under the Dirichlet versus the LIND treatments for inferring market share ($p$-value = 0.984) and SoW ($p$ = 0.583). In addition, LIND’s market share estimates approach the observed values ($p$ = 0.987), but the SoW estimates are still significantly different than the actual observed values ($p$ = 0.007). This is also true even for the full-information Dirichlet model ($p = 0.006$), suggesting the difficulty of estimating SoW precisely even under the classic Dirichlet model.

6. Discussion

The model presented in this paper, LIND, is a special case of the NBD/Dirichlet, applicable to a limited data scenario that is prevalent in business. We show that by formulating this as a constrained optimization problem, the derived parameter estimates can be used to intelligently infer several useful competitive measures. Our analysis of online retail data shows that LIND is an effective model that improvises on the well-known Dirichlet model when only limited data are available. We are not aware of any studies that show how transactional data can be combined with aggregate summaries to make important inferences in such a case. This paper presents one novel approach towards this end.

This study is not without limitations. Understanding these limitations is important to know the scope of LIND and how to apply it effectively. Given its lineage, LIND inherits the strengths as well as the limitations of the Dirichlet model. We first discuss the

<table>
<thead>
<tr>
<th>Categories</th>
<th>Observed vs. Dirichlet</th>
<th>Observed vs. LIND</th>
<th>Dirichlet vs. LIND</th>
<th>Observed vs. Dirichlet</th>
<th>Observed vs. LIND</th>
<th>Dirichlet vs. LIND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apparel (%)</td>
<td>1.1</td>
<td>2.4</td>
<td>2.7</td>
<td>4.5</td>
<td>5.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Book (%)</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>3.4</td>
<td>3.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Office (%)</td>
<td>1.3</td>
<td>1.3</td>
<td>0.1</td>
<td>6.7</td>
<td>7.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Travel (%)</td>
<td>1.2</td>
<td>2.0</td>
<td>0.8</td>
<td>1.9</td>
<td>3.3</td>
<td>2.2</td>
</tr>
<tr>
<td>Wireless (%)</td>
<td>1.8</td>
<td>1.9</td>
<td>0.3</td>
<td>7.1</td>
<td>7.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Average ($n=125$) (%)</td>
<td>1.1</td>
<td>1.6</td>
<td>0.9</td>
<td>4.7</td>
<td>5.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Deviation ($n=125$)</td>
<td>0.009</td>
<td>0.014</td>
<td>0.015</td>
<td>0.045</td>
<td>0.046</td>
<td>0.022</td>
</tr>
</tbody>
</table>
limitations common to the Dirichlet family of models and the conditions under which these models work well (or not). We then discuss the limitations specific to LIND.

### 6.1. Limitations Common to the Dirichlet Family of Models

As we discussed in §3.2, the Dirichlet model requires the market to be stable, two key conditions of which are (1) the market is stationary and (2) the market is nonsegmented (Ehrenberg et al. 2004, Goodhardt et al. 1984, Ehrenberg 1988). The resultant market exhibits the prevalent “double jeopardy” phenomenon.

First, the stationarity condition is mainly a result of the Poisson assumption for the category purchase. Poisson distribution is memoryless, i.e., a customer’s purchase propensity does not change across different time periods and the last-period purchase has no influence on a customer’s next purchase. In a non-stable market, a customer may change her pace of purchase across different time periods. Thus the conditional mean of the future-period purchase may no longer be a linear projection of the previous periods, the defining feature of the NBD model (Schmittlein et al. 1985). This is less of a problem when the marketer’s interest is to perform diagnostic analysis on the current period of data as we do in this paper. When the endeavor moves to predicting future-period customer behavior, violation of this condition looms larger and will have an adverse effect on the Dirichlet model’s (and LIND’s) performance. Unfortunately, there is no standard treatment of nonstationarity in the literature. Some early attempts include Fader and Lattin (1993) and Jeuland et al. (1980). For example, Jeuland et al. (1980) replaced the stationary Poisson assumption with the Erlang-2 distribution, which processes records at every second arrival to allow for change of pace among customer purchases over time. However, the trade-off is that we pay a big statistical price for the added generality with limited improvement of these complex extensions (Morrison and Schmittlein 1988).

Second, the performance of the Dirichlet family of models is subject to the nonsegmented market condition. However, a fully disparate, segmented market may not be best treated as a whole market in the first place. We may need to redefine the relevant market to be each individual segment (i.e., applying a separate Dirichlet model to each segment). If we force these segmented markets to be one big market, the double jeopardy property may not hold. For example, in a niche market, the segment may cater to excessive loyal customers who purchase more frequently than what is expected by the Dirichlet model in a normal market. There are some attempts to extend the Dirichlet model to account for segmented markets. Danaher et al. (2003) used a latent class model approach where latent segments are modeled as a finite mixture model as a function of additional information such as price, promotion, etc. These are excellent approaches that shed light on future extensions of LIND to such markets.

Third, it is not easy to incorporate market-mix variables (e.g., price and promotion) or the individual customer-level variable (e.g., demographics) into the Dirichlet-type models (e.g., Bhattacharya 1997). This work avoids the complex task of directly integrating covariates into the Dirichlet model by using a two-step modeling procedure. First, a regular Dirichlet model is built and then competitive measures such as SCR (share of category requirement) are estimated using the Dirichlet parameters. Deviations of these estimates from the actual SCRs are then calculated. Subsequently, in the second step, a linear regression analysis is performed by regressing these deviations on the marketing-mix variables. Bhattacharya (1997, p. 431) maintains that “it is better to study and explain these deviations outside the Dirichlet model, rather than try to make this flexible, elegant and parsimonious model more complex.” To our knowledge, a generalized Dirichlet model that directly integrates market mix or customer level of data has not been developed in the literature, making it an interesting topic for future research.

Fourth, the Dirichlet model is elegant, but rather complex, because it mixes Poisson, Gamma, multinomial, and Dirichlet distributions. It is hard to tweak the model with other alternative distributional assumptions. Even a small extension often ends up with an intractable model. Although there are some early attempts, none supersedes the NBD/Dirichlet model and it still stands as one of the most popular and successful models in the repeat-buying literature. Some notable attempts include the condensed
NBD model (Jeuland et al. 1980) with an Erlang-2 distribution (instead of Poisson); the log-normal mixing distribution (Lawrence 1980); and the generalized inverse Gaussian (Sichel 1982) to replace the Gamma mixing distribution. An analysis of the Dirichlet model’s sensitivity to these distributional assumption is provided in Fader and Schmittlein (1993).

We would like to conclude this section with the argument of Ehrenberg et al. (2004, p. 1312) that “such known discrepancies (with the stable-market assumptions) seldom curtail the model’s practical use. Attempts to improve or elaborate the Dirichlet have so far not resulted in major gains in either predictive power or parsimony.” Just as Morrison and Schmittlein (1988, p. 152) elegantly argued that although there is only one way for a process to remain stable, there are of course an infinite variety of possible nonstable behaviors. Thus, not very much can be said in general about the effects of instability. It is beyond the scope of a single paper to thoroughly examine these generalizations. In future research we plan to extend LIND to such a market.

Moreover, even in nonstable markets, the Dirichlet model still serves as an important benchmark model for managers to detect whether there is deviation from the norm predicted by the model and where the deviations come from. For example, Fader and Schmittlein (1993) use the Dirichlet benchmark to identify niche-market brands—those exhibit higher loyalty than predicted by the Dirichlet. Kahn et al. (1988, p. 385) assert that although deviations from norms are plausible, “they are difficult to apply without a relevant benchmark for comparison.”

6.2. LIND-Specific Issues
LIND can be conceived as a realistic version of the Dirichlet model for the limited data scenario. In terms of implementing LIND, the user needs to first choose appropriate known inputs to infer the unknown outputs (i.e., competitive measures) of interest. Not all inputs are equally useful. We identify three conditions to ensure the proper selection of an input.

First, the chosen input should be indicative of the market. Measures reflecting the attractiveness of the brand, such as penetration and market share, are informative of the structure of the market. These measures tend to have higher variation across brands (e.g., the penetration of the biggest brand Expedia is almost three times that of Priceline, the smallest one in our data). Measures on the intensity of customer purchase (e.g., frequency) and the loyalty of customers (e.g., SoW, 100% loyalty and duplication) tend to vary less and hence are less indicative of the market structure (Ehrenberg et al. 2004). For example, the frequency of Expedia is 1.4 versus 1.37 for Priceline; SoW of expedia is 84% versus 77% for Priceline.

Thus, inputs such as frequency and SoW, which do not vary much across brands, may not serve as good candidate inputs. This is echoed in Ehrenberg (2000, p. 188) that “it is penetration, not the average purchase level (i.e., frequency) that determines the sales level of a brand…”

Second, inputs that are expected to have high correlation with the outputs are preferred. Not surprisingly, our results indicate that the higher the correlation, the better the model performs. For example, in the travel industry, the (Spearman) correlation between penetration and market share is 0.97, that between market share and SoW is 0.82, and that between penetration and SoW is 0.7. The results show that LIND works best when using penetration to estimate market share, followed by using market share to estimate SoW and then using penetration to estimate SoW.

Third, in a stable market, the rank order of the outputs is generally expected to follow that of the inputs. In a stable market exhibiting “double jeopardy,” the rank order of several key measures such as penetration and frequency are expected to be exactly the same. This is described in the seminal paper of Goodhardt et al. (1984, p. 623) that “this is known as a Double Jeopardy pattern (for two brands X and Z): Z not only has fewer buyers than X, but they also buy it (slightly) less often.” The double-jeopardy rule is further summarized in Ehrenberg (2000, p. 186) as w(1 − b) = c, where w is the frequency of a brand (among all customers in the market), b is the penetration of the brand, and c is a constant. This implies that the larger the brand (in terms of penetration), the larger the frequency and, in turn, the larger the market share (because it is a function of w × b). In other words, market share is expected to exhibit the same rank order as penetration in the Dirichlet world.

The same expected rank order of penetration, market share, and SoW (the three measures demonstrated in this paper) can be shown analytically. Everything else being equal, a bigger brand in LIND (also Dirichlet) will yield a higher value in parameter a_j (an indication of customer purchase propensity to brand j). It is easy to verify that the following measures would be a monotonic-increasing function of a_j.

(i) 
\[
MarketShare_j = \frac{a_j}{\sum_{j=1}^{s} a_j} = \frac{a_j}{s},
\]

clearly the first derivative with respect to a_j is positive.

(ii) 
\[
Penetration_j = 1 − P(X_j = 0) = 1 − \left(\frac{\alpha}{\alpha + 1}\right)^{\frac{b_j}{s} \sum_{i=1}^{r} F_i(r, b_j + 1, s, 1, \frac{1}{\alpha + 1})}
\]
because \( z F_1(a_j) \) is a monotonic-decreasing function of \( a_j \), and \( b_j/s \) is also decreasing as a function of \( a_j \), penetration increases as \( a_j \) increases.

(ii) 

\[
SoW = \left(\frac{a_j}{s}\right) \left(\frac{r}{\alpha + 1}\right) \cdot \left(\frac{a_j}{s}\right) \left(\frac{r}{\alpha + 1}\right) \\
- \sum_{n=1}^{\infty} \frac{(\Gamma(r + n - 1))}{\Gamma(r)(n-1)!} \cdot \left(\frac{\alpha}{(\alpha + 1)}\right)^r \cdot \left(\frac{1}{(\alpha + 1)}\right)^{n-1} \\
\cdot n(\Gamma(s)\Gamma(b_j + n) / \Gamma(b_j + n))^r \\
\cdot \left(\frac{1}{\Gamma(b_j + n)}\right) \\
\cdot \left(\frac{1}{\Gamma(s + n)}\right)
\]

is also an increasing function of \( a_j \). Let

\[
c_1 = \left(\frac{r}{\alpha} + 1\right), \\
c_2 = \sum_{j=1}^{\infty} \frac{\Gamma(r + n - 1)}{\Gamma(r)(n-1)!} \cdot \left(\frac{\alpha}{(\alpha + 1)}\right)^r \cdot \left(\frac{1}{(\alpha + 1)}\right)^{n-1} \\
\cdot \left(\frac{1}{\Gamma(b_j + n)}\right) \\
\cdot \left(\frac{1}{\Gamma(s + n)}\right)
\]

Then \( SoW(a_j) = [C1/(C1 - C2(1 + b_j/a_j))] > 0 \).

In summary, all these three measures exhibit the same rank order. The ideal market for the Dirichlet world is a triple-jeopardy world: a large brand not only attracts more purchases per customer, but more-loyal customers as well.

7. Conclusion

In this paper we addressed the problem of estimating important competitive measures from a single focal site’s point of view. Given a realistic assumption that each firm has its own data and is able to obtain the penetration or market share numbers of its leading competitors, we develop a constrained optimization model based on a well-established theory of consumer behavior. Solving this problem from each focal site’s perspective provides parameter estimates for the proposed LIND model. We then show how these parameter estimates can be used to derive analytical expressions for the market share and share of wallet. Testing our approach on various online retail categories shows that the LIND model performs surprisingly well considering how little information it uses. In summary, in this paper we developed a method for making competitive inferences that is (i) practical, in that it relies on sharing simple aggregate data; (ii) effective, in that it can enable the determination of useful competitive measures such as market share and share of wallet; and (iii) explainable in that it is based on a well-established theory.

The problem of making inferences about these competitive measures is one that is important in any industry. Although our application domain here was online retail, our methods are certainly not restricted to it, and can be applied in more traditional markets as well. Difficulties in obtaining cross-firm panel data are widespread, as are sources of aggregate competitive measures such as SoW. The emergent competitive intelligence field has emphasized the importance of competitive measures. We expect to see the next-generation dashboard to incorporate some of these measures. Google’s new tool “Google insights for search,” released in 2008, has added competitive intelligence analysis, focusing on the searching patterns of users across different competitors (http://www.google.com/insights/search/#). Their concept of “share of search” is what we demonstrate in the robustness check section. Microsoft’s “adCenter Labs” also provides some Web analytics functions that track a firm’s performance relative to its competitors. The social media analytics tool release in 2010 has added the functionalities to analyze the share of buzz in the social media across different brands (http://www.sas.com/software/customer-intelligence/social-media-analytics/).

As one more example, the Lundberg Survey is an authoritative source for information about gasoline prices and competitive measures in the petroleum industry, used heavily by investors and industry experts to understand and forecast purchasing patterns in the industry. Data collection is extremely complex, based on a laborious biweekly sampling of 7000 of the 133,000 gas stations in the United States. However, even this survey cannot obtain SoW estimates because that would require linking customer-level information across gas stations. Thus, the method presented in this paper is of particular managerial relevance given the prevalence of such scenarios in this and many other industries.
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Appendix A. Deriving the BB/sNBD Model

A.1. Deriving the Conditional Probability \( P(X = x \mid \lambda, p) \)

Based on the data assumption (see §4) that firms only observe those users making at least one purchase to the category, we model the category purchase \( N \) as a shifted Poisson with parameter \( \lambda \) as the purchase rate of a random customer in the unit time interval.

\[
P(N = n \mid \lambda) = \frac{\lambda^{n-1}e^{-\lambda}}{(n-1)!}, \quad n = 1, 2, \ldots; \lambda > 0 \quad (A1)
\]
Given the category purchase \( n \) of a random customer, the choice of a focal brand is modeled as a binomial distribution with rate \( p \).

\[
P(X = x \mid n, p) = \binom{n}{x} p^x (1-p)^{n-x},
\]

\[x = 0, 1, \ldots n; \ 0 \leq p \leq 1.
\] (A2)

It is assumed that an individual's choice rate \( p \) is independent of the purchase rate \( \lambda \). Thus, \( P(X = x \mid \lambda, p) \), the conditional probability of a customer making a purchase to the focal site given \( \lambda \) and \( p \), is a BB/sNBD (beta/binomial/shifted negative binomial distribution) model.

First consider the special case where \( x = 0 \). Because firms share the aggregated data—the number of customers they

\[
P(x = 0 \mid \lambda, p) = \sum_{n=0}^{\infty} \frac{(\lambda-1)^n e^{-\lambda}}{(n-1)!} p^n (1-p)^{n-x}
\]

\[= e^{-\lambda p} \sum_{n=0}^{\infty} \frac{\lambda^n (1-p) e^{-\lambda(1-p)}}{(n-1)!}.
\] (A3)

Notice that the sum in (3) starts with \( n = 1 \) (because the data are truncated at \( n \geq 1 \) instead of \( n = x \). In the more general case when \( x \geq 1 \), we have

\[
P(x = 0 \mid \lambda, p) = \sum_{n=0}^{\infty} \frac{(\lambda-1)^n e^{-\lambda}}{(n-1)!} \binom{n}{x} p^x (1-p)^{n-x}
\]

\[= \sum_{n=x}^{\infty} \frac{(\lambda-1)^n e^{-\lambda}}{(n-1)!} \binom{n}{x} p^x (1-p)^{n-x}
\]

\[= \frac{e^{-\lambda p} \lambda^{x-1}}{x!} \sum_{n=x}^{\infty} \frac{n \lambda^{n-x} (1-p)^{n-x}}{(n-x)!}.
\] (A4)

Let \( y = n - x \). Equation (A4) is transformed into

\[
P(x \mid \lambda, p) = \frac{e^{-\lambda p} \lambda^{x-1}}{x!} \sum_{y=0}^{\infty} \frac{(x+y) \lambda^y (1-p)^y}{y!}
\]

\[= \frac{e^{-\lambda p} \lambda^{x-1}}{x!} \sum_{y=0}^{\infty} \frac{(x+y) \lambda^y (1-p)^y}{y!}.
\]

Notice that

\[\sum_{y=0}^{\infty} \frac{\lambda(1-p)^y y! e^{-\lambda(1-p)}}{y!} = 1\]

and

\[\sum_{y=0}^{\infty} \frac{y(1-p)^y y! e^{-\lambda(1-p)}}{y!} = E(y) = \lambda(1-p),
\]

thus, when \( x \geq 1 \),

\[
P(x \mid \lambda, p) = \frac{e^{-\lambda p} \lambda^{x-1}}{x!} (x + \lambda(1-p))
\]

\[= \frac{e^{-\lambda p} \lambda^{x-1}}{(x-1)!} + \frac{e^{-\lambda p} \lambda^x (1-p)}{x!}
\] (A5)

where \( \delta_{x=0} = 1 \) if \( x > 0 \) and 0 otherwise.

A.2. Deriving the Marginal Probability \( P(X = x) \)

To capture consumer heterogeneity, the distribution of the purchase frequency \( \lambda \) across the population is assumed to be distributed as gamma with pdf

\[
f(\lambda) = \frac{\lambda^{x-1} e^{-\lambda}}{\Gamma(r)}, \quad \lambda > 0.
\] (A6)

Similarly, the distribution of consumer choice \( p \) across the population is distributed as beta with pdf

\[
g(p) = \frac{1}{B(a, b)} p^{a-1} (1-p)^{b-1}, \quad 0 \leq p \leq 1
\] (A7)

where \( B(a, b) \) is the beta function.

Further, the following derivation uses the Euler’s integral representation of the Gaussian hypergeometric function \( _2F_1(\cdot) \) as explained in Footnote 4.

\[
\int_0^1 t^x (1-t)^y \left(u + vt\right)^{-1} dt
\]

\[= B(a + 1, b + 1) u^{-a} \ _2F_1(c, a + 1, a + b + 2, -\frac{v}{u}),
\]

\[= B(a + 1, b + 1)(u + v)^{-a} \ _2F_1(c, b + 1, a + b + 2, -\frac{v}{u+v}).
\] (A8)

Further, the Gaussian hypergeometric function converges when the last argument is no greater than 0 and diverges otherwise.

A.2.1. Case 1: \( X = 0 \). In this case, from (3), the marginal probability becomes

\[
p(X = 0) = \int_0^1 \int_0^1 e^{-\lambda p} (1-p)^{\lambda - 1} \frac{\lambda^{x-1} e^{-\lambda(1-p)} p^{a-1} (1-p)^{b-1}}{\Gamma(r)} dp
d\lambda
\]

\[= \frac{\alpha'}{\Gamma(r) B(a, b)} \int_0^1 \left[ \int_0^1 e^{-\lambda(1-p)} \lambda^{x-1} d\lambda \right] dp
\]

\[= \frac{\alpha'}{\Gamma(r) B(a, b)} \int_0^1 \left[ \int_0^1 e^{-\lambda(1-p)} \lambda^{x-1} d\lambda \right] dp
\]

Further necessary transformation is needed to ensure the convergence of the Gaussian hypergeometric function as noted above. Let \( q = 1 - p \), which implies \( dp = -dq \), we have

\[
\int_0^1 p^{a-1} (1-p)^{b-1} (p + a)^{-r} dp
\]

\[= -\int_0^1 (1-q)^{a-1} (q)^{b-1} (1+q)^{-r} dq
\]

\[= \int_0^1 (1-q)^{a-1} (q)^{b-1} (1+q)^{-r} dq.
\]

It is clear that \( (1+a) > 1 \), and based on the Euler’s integral given in (8), we have

\[
p(X = 0)
\]

\[= \frac{\alpha' \Gamma(r)}{\Gamma(r) B(a, b)} B(a + x, b + 1) \ _2F_1(c, r, b + 1, a + b + 1, \frac{1}{\alpha + 1})
\]

\[= \left( \frac{\alpha}{\alpha + 1} \right)^x \ _2F_1(c, r, b + 1, a + b + 1, \frac{1}{\alpha + 1}).
\] (A9)
A.2.C. Case 2: \( X > 0 \). In the more general case when \( X > 0 \),

\[
P(X = x) = \int_0^{\infty} p(X = x | \lambda, p) f(\lambda) g(p) \, d\lambda \, dp
\]

\[
= \int_0^{\infty} \left[ \delta_{x=0} e^{-\lambda_0 p x} \lambda_0^{x-1} + e^{-\lambda_0 p} \lambda_0^{x-1} (1-p) \right]
\]

\[
\cdot \frac{\lambda_0^{x-1} \alpha e^{-\lambda_0} p^{x-1} (1-p)^{b-1}}{\Gamma(r) B(a, b)} \, d\lambda_0 \, dp.
\]  

(A10)

For convenience, we separate the following derivation for Equation (10) into two terms. Term 1 consists of

\[
\int_0^{\infty} \frac{e^{-\lambda_0 p x} \lambda_0^{x-1} \alpha e^{-\lambda_0} p^{x-1} (1-p)^{b-1}}{\Gamma(r) B(a, b)} \, d\lambda_0 \, dp,
\]

and term 2 consists of

\[
\int_0^{\infty} \frac{e^{-\lambda_0 p} \lambda_0^{x-1} \alpha e^{-\lambda_0} p^{x-1} (1-p)^{b-1}}{\Gamma(r) B(a, b)} \, d\lambda_0 \, dp.
\]

Term 1 derivation.

Term 1

\[
= \frac{\alpha'}{(x-1) \Gamma(r) B(a, b)} \int_0^{\infty} p^{(x-1)} (1-p)^{b-1}
\]

\[
\cdot \left[ \int_0^{\infty} e^{-(p+a) x} \lambda_0^{(r-1)/2} \, d\lambda_0 \right] \, dp
\]

\[
= \frac{\alpha'}{(x-1) \Gamma(r) B(a, b)} \int_0^{\infty} p^{(x-1)} (1-p)^{b-1}
\]

\[
\cdot \left[ -(p+a)^{-(r-x-1)} \Gamma(r+x-1, (p+a) \lambda_0) \right] \, d\lambda_0 \, dp
\]

\[
= \frac{\alpha' \Gamma(r+x-1)}{(x-1) \Gamma(r) B(a, b)} \int_0^{\infty} p^{(x-1)} (1-p)^{b-1} (p+a)^{-(r-x-1)} \, dp
\]

where \( \Gamma(a, x) = \int_0^x e^{-t} t^{a-1} \, dt \) is the incomplete Gamma function. Again let \( q = 1 - p \), which implies \( dp = -dq \); we then have

\[
= \int_0^{1} p^{(x-1)} (1-p)^{b-1} (p+a)^{-(r-x-1)} \, dp
\]

\[
= \int_0^{1} (1-q)^{(x-1)} q^{b-1} (1+a-q)^{-(r-x-1)} \, dq
\]

Clearly, we have \( (1+a) > 1 \), and based on (8) the above integral yields

\[
= B(b, x+a)(1+a) \cdot \frac{1}{\Gamma(a+1)} \cdot \frac{\Gamma(a+b)}{\Gamma(a+b+1)}
\]

\[
= B(b, x+a)(1+a) \cdot \frac{1}{\Gamma(a+1)} \cdot \frac{\Gamma(a+b)}{\Gamma(a+b+1)}
\]

and thus

\[
\text{Term 1} = \frac{\alpha' \Gamma(r+x-1)}{(x-1) \Gamma(r) B(a, b)} \frac{B(a, x+b)}{(a+1)^{(r-1)/2}}
\]

\[
\cdot F_1 \left( x+r-1, b, a+b+x, \frac{1}{a+1} \right)
\]

\[
= \frac{\alpha' \Gamma(r+x-1)}{(a+1)^{(r-1)/2}} \frac{B(a, x+b)}{(x-1) \Gamma(r)}
\]

\[
\cdot \frac{\Gamma(a+b)}{\Gamma(a+b+1)}
\]

\[
\cdot F_1 \left( x+r-1, b, a+b+x, \frac{1}{a+1} \right). 
\]  

(A11)

Term 2 derivation.

Term 2

\[
= \int_0^{\infty} e^{-\lambda p} \lambda^x (1-p) \lambda^{x-1} \alpha e^{-\lambda} p^{x-1} (1-p)^{b-1}
\]

\[
\cdot \frac{\lambda^{x-1} \alpha e^{-\lambda} p^{x-1} (1-p)^{b-1}}{\Gamma(r) B(a, b)} \, d\lambda \, dp
\]

\[
= \frac{\alpha' \Gamma(r+x)}{x \Gamma(r) B(a, b)} \int_0^{\infty} p^{x+1} (1-p) \left[ \int_0^{\infty} e^{-(p+a) \lambda} \lambda^{x-1} \, d\lambda \right] \, dp
\]

\[
= \frac{\alpha' \Gamma(r+x)}{x \Gamma(r) B(a, b)} \int_0^{\infty} p^{x+1} (1-p) (p+a)^{-(x+r)} \, dp
\]

\[
= \frac{\alpha' \Gamma(r+x)}{(a+1)^{(x+r-1)/2}} \frac{B(a, x)}{(x-1) \Gamma(r)} \frac{\Gamma(a+b)}{\Gamma(a+b+1)}
\]

\[
\cdot F_1 \left( x+r, b+1, a+b+x+1, \frac{1}{a+1} \right). 
\]  

(A12)

The final result of the marginal probability \( P(X = x) \) is a combination of the two terms, which is

\[
P(X = x) = \frac{\alpha' \Gamma(r+x-1)}{(a+1)^{(x+r-1)} \Gamma(r)} \frac{B(a+x)}{(x-1) \Gamma(r)} \frac{\Gamma(a+b)}{\Gamma(a+b+1)}
\]

\[
\cdot F_1 \left( x+r-1, b, a+b+x, \frac{1}{a+1} \right)
\]

\[
+ \frac{\alpha' \Gamma(r+x)}{(a+1)^{(x+r-1)/2}} \frac{B(a, x)}{(x-1) \Gamma(r)} \frac{\Gamma(a+b+1)}{\Gamma(a+b+1)}
\]

\[
\cdot F_1 \left( x+r, b+1, a+b+x+1, \frac{1}{a+1} \right). 
\]  

(A13)

This is the shifted BB/sNBD model, which is the baseline model of LIND.

Appendix B. Derivation of the Various Competitive Measures

Here we derive the various competitive measures for the LIND model. The notations used here follow the definitions in Table 1.

B.1. Market Share

Market share is equal to the ratio of the focal site’s purchases to the category purchases, and thus:

\[
\text{MarketShare} = \frac{a_j}{\sum_{i=1}^{n} a_i} = \frac{a_j}{s}
\]

B.2. Share of Wallet (SoW)

SoW is equal to the ratio of the total purchases at a focal brand over the total category purchases of those customers who made purchase at the focal site. Suppose the category purchase \( n \) is known, then the total purchases at a focal is simply \( n \times a_j/s \), where \( s = \sum a_i \). Moreover, \( P(n) \) follows a shifted NBD process. Hence, the numerator of the ratio is simply \( \sum_{i=1}^{n} P(n) \times n \times a_j/s \). The probability of customers who made at least one purchase at the focal site is \( 1 - P(x_i = 0 | n) \), where \( P(x/n) \) follows a binomial process. The denominator of the ratio thus is \( \sum_{i=1}^{n} P(n) \times n \times (1 - P(x_i = 0 | n)) \).
SoW = \mathbb{E}\left( \frac{X_j}{n_j} / x_j > 0 \right) \\
= \sum_{n=1}^{\infty} P(n) n a_n / s \\
= \sum_{n=1}^{\infty} P(n) (1 - P(x_j = 0 | n)) \\
= \sum_{n=1}^{\infty} \frac{\Gamma(r+n-1)}{\Gamma(r)(n-1)!} \left( \frac{\alpha}{\alpha+n+1} \right)^{n-1} n a_n / s \\
= \frac{a_j}{s} \left( \frac{r}{\alpha+1} \right) - \sum_{n=1}^{\infty} \frac{\Gamma(r+n-1)}{\Gamma(r)(n-1)!} \left( \frac{1}{\alpha+n+1} \right)^{n-1} \frac{a}{B(a_0+b, b)} \frac{a}{B(a_1+b)} \\
= \frac{a_j}{s} \left( \frac{r}{\alpha+1} \right) - \frac{a}{B(a_0+b, b)} \frac{a}{B(a_1+b)} \\
Solving the above expression analytically is nontrivial. We use a numerical approach instead that integrates over n from 1 to a sufficiently large number (determining what large number is sufficient depends on the desirable precision one needs. In our implementation, we use 100, which reaches a precision $10^{-8}$). This approach can be easily implemented in Excel using a VBA Macro. The following VBA Macro defines a customized function SoW(a, b, r, α) in excel.

Public Function SoW(a As Double, b As Double, r As Double, alpha As Double) As Double
Dim n, x As Integer
Dim numerator, denominator, pn, px0 As Double
Dim Temp, pn_sum, numerator, denominator = 0
For n = 1 To 100
  With Application
    pn = Exp(.GammaLn(r + n - 1) - .GammaLn(r)) / .Fact(n-1) * (alpha / (alpha + 1)) * r * (1 / (alpha + 1)) * (n-1)
  End With
  numerator = numerator + pn * n * a / (a + b)
  px0 = Exp(.GammaLn(b + n) - .GammaLn(a + b - .GammaLn(b)))
  denominator = denominator + pn * n * (1-px0)
Next n
SoW = numerator / denominator
End Function

B.3. Penetration

Site j’s expected penetration is equal to 1 minus the expected percentage of customers who did not purchase the site and thus

\[ \text{Penetration}_j = 1 - P(X_j = 0) \]

\[ = 1 - \left( \frac{\alpha}{\alpha+1} \right)^r \frac{b}{s} F_1 \left( r, b_j + 1, s + 1, \frac{1}{\alpha+1} \right) \]

B.4. Frequency

Expected frequency of all customers with respect to site j is given below. Notice that the numerator is the same as the numerator in the SoW expression above, which represents a random customer’s number of purchases to the site of interest. The denominator represents the probability that a random customer (in the category) would purchase the focal site.

\[ \text{Frequency} = \mathbb{E}(X_j) \]

\[ = \sum_{n=1}^{\infty} P(n) n a_n / s \]

\[ = \sum_{n=1}^{\infty} \frac{\Gamma(r+n-1)}{\Gamma(r)(n-1)!} \left( \frac{\alpha}{\alpha+n+1} \right)^{n-1} n a_n / s \]

Letting n = m + 1, we can transform the above summation into

\[ \frac{E(x_j)}{P(\text{Penetration})} = \frac{(a_j/s)(r/\alpha+1)}{1 - (a/(\alpha+1))^r(b/s) F_1 (r, b_j + 1, s + 1, 1/(\alpha+1))} \]

B.5. Once Only

This represents the marginal probability that a random customer purchased the focal site exactly once.

\[ P(X_j = 1) \]

\[ = \frac{\alpha^r}{(\alpha+1)^{r+1}} F_1 \left( r, b, a + b + 1, \frac{1}{\alpha+1} \right) \]

\[ + \frac{\alpha^r}{(\alpha+1)^{r+1}} F_1 \left( r, a + b + 1, \frac{1}{\alpha+1} \right) \]

\[ = \left( \frac{\alpha}{\alpha+1} \right)^r \frac{a}{a+b} F_1 \left( r, b, a + b + 1, \frac{1}{\alpha+1} \right) \]

\[ + \left( \frac{\alpha}{\alpha+1} \right)^r \frac{r}{a+b} F_1 \left( r, a + b + 1, \frac{1}{\alpha+1} \right) \]

B.6. 100% Loyal

This measure represents the expected percentage of customers that only purchase the focal site in the category. This
is equivalent to saying that the purchases to all other brands are zero.

\[
P((X_j = n | (N = n, X_i > 0)) = \frac{P(X_j = n | N = n, X_i > 0)}{P(X_i > 0)}
\]

\[
= \frac{P(X_j = n | N = n) - P(X_j = n | N = n, X_i = 0)}{P(X_i > 0)}
\]

\[
= \frac{P(X_j = n | N = n) - 0}{P(X_i > 0)}
\]

\[
= \sum_{n=1}^{\infty} \frac{\Gamma(r+n)}{n!} \left( \frac{1}{\alpha+1} \right)^n \frac{\Gamma(s)\Gamma(a_j+n)}{\Gamma(s+n)\Gamma(a_j)}
\]

**Duplication Between Two Brands \( X \) and \( Y \): Customers Who Bought \( X \) Also Bought \( Y \)**

\[
\text{Duplication}(X, Y) = \frac{P(Y > 0 | X > 0)}{P(X > 0)}
\]

\[
= \frac{P(Y > 0, X > 0)}{P(X > 0)}
\]

\[
= 1 - P(Y = 0)
\]

\[
= 1 - P(X = 0) - P(Y = 0) + P(X + Y = 0)
\]

\[
= 1 - P(X = 0) - P(Y = 0) + P(X + Y = 0)
\]

\[
= 1 - \left( \frac{\alpha}{\alpha+1} \right)^r \frac{(b_{X+Y}/S)_{2}F_{1}(r, b_{X+Y}+1, S+1, 1/(\alpha+1))}{1 - \frac{\alpha}{\alpha+1}}
\]

**B.7. The VBA Code for Customizing the \( 2F_1 \) Function in Excel**

Public Function GHF(a As Double, b As Double, c As Double, z As Double) As Double

Dim i As Integer

Dim j As Integer

Dim temp As Double

Dim GHF As Double

For j = 1 To 500

    temp = temp * (a + j - 1) * (b + j - 1) * z / ((c + j - 1) * j)

    GHF = GHF + temp

Next j

End Function

**B.8. Algorithm LIND**

We present algorithm LIND below to compute the market share and SoW for a focal firm \( j \).

**Input:** Firm \( j \)'s customer purchase data, other \( K - 1 \) firms’ penetration.

**Output:** Market share and SoW estimation for all \( K \) firms.

1. **LL=0 /*initial log-likelihood is set to 0 */**

2. Forall customers \( i \in (1..N) \) {

3. Compute BB/sNBD probability \( p(x_i) \) according to Equation (A5)

4. \( LL= LL + \ln(p) \)

5. }

6. Maximize likelihood according to the formulation (7)

7. Obtain the K+2 parameters as the solution to (7)

8. Compute Market Share according to Equation (8)

9. Compute SoW according to Equation (9)

10. Output: MS and SoW
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