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Abstract

Hypertext has quickly become an established paradigm in the design of information systems. The success of products in the software market, evident benefits as reported by users, and the flowering of related research activity all attest to the significance and staying power of hypertext-rich information systems. Although standard hypertext has a number of unquestioned benefits, the concept also has a number of well-known problems and limitations. This article reviews the main problems and limitations of basic (standard) hypertext that constrain the use of hypertext in practical applications. Further, this article presents and discusses our “generalization” of the basic hypertext concept, which we call generalized hypertext. These generalizations encompass, among other things, automatic creation of hypertext elements. Generalized hypertext promises to be more powerful than standard hypertext as well as less expensive to implement and maintain. To illustrate these concepts, we describe the implementation of a decision support system currently in use by the U.S. Coast Guard.
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Introduction

The concept of hypertext is quite simple: Windows on the screen are associated with objects in a database, and links are provided between these objects, both graphically (as labelled tokens) and in the database (as pointers) (Conklin, 1987, p. 17)

(See also Nielsen, 1990, and Shneiderman and Kearsley, 1989, for book-length introductions to hypertext.)

Still, as is universally recognized, there is more to the idea of hypertext than linked information items that allow a user to explore ideas and pursue thoughts in a free and “non-linear” fashion. After all, well-designed standard computer application programs, including reporting systems and decision support systems, have long delivered such capability, at least to a respectable degree. What hypertext systems add, with their emphasis on the value of linked information items, is: (1) easier, richer, more highly featured linking of information; and (2) system-level, rather than application-level, support for creating, maintaining, exploiting, and managing linked information items (Bieber, 1991). Like database systems, report generators, graphics packages, and user interface management systems, hypertext software can be seen as application-independent, system-level tools for providing useful features for specific applications.

Our aim is to describe and discuss certain extensions at the system level to the core ideas of hypertext, which we call generalized hypertext. We have been motivated to develop generalized hypertext concepts as part of a larger effort, funded by the U.S. Coast Guard, to develop decision support system shells, i.e., system software for generating particular decision support systems (Bhargava, et al., 1988; Kimbrough, 1986; Kimbrough, et al., 1990a; 1990b; Minch, 1990). Our purpose in this article is mainly to describe these concepts, the reasons for them, and their present implementation.

The paper is organized as follows. In the next section, we present briefly the core concepts and vocabulary for basic hypertext, as well as certain
problems and limitations of this hypertext concept. These problems and limitations are widely recognized. They are the primary motivation behind our concept of generalized hypertext, which is the main focus of this article. We then present the essential ideas of generalized hypertext, followed by a discussion of our implementation of the system.

Basic Hypertext

Our aim in this section is to briefly present and discuss basic hypertext. In the following section we shall contrast this with the generalized hypertext system that we have conceived, developed, and implemented. Certainly, many existing systems have richer feature sets than we shall describe in connection with basic hypertext, but our focus in this article is on generalizations to the basic hypertext concept. Further, although we shall limit our discussion to hypertext, most of what we say (when not describing our implementation) can be applied as well to hypermedia.1

The central concept in hypertext is that of linked collections of information. A hypertext document may be seen as a graph, with nodes that are collections of information (called, e.g., windows (Conklin, 1987), documents (Brown, 1987; 1989; Haan, et al., 1992), cards (Apple Computer, 1989; Halasz, 1988), information items (Bhargava, et al., 1988), chunks (or pieces of text) (Koved, 1988; Trigg, 1983), frames (Akscyn, et al., 1988)). Links specify relationships between nodes. They may have properties themselves and fall into types. They are maintained by the system, and are named or referred to by buttons (also called link icons (Conklin, 1987) and link markers (Halasz and Schwartz 1990)), which normally are found in the nodes. To illustrate, see Figure 1 (based on Conklin, 1987), where nodes Window A and Window B are presented as windows on the display. Within the nodes are the buttons x, y, z. What is displayed represents part of the underlying hypertext document (network of hypertext nodes and links). Window A is a representation of node AA in the hypertext document, and Window B represents BB. Similarly, a button, e.g., x, represents a particular link in the hypertext, e.g., xx, which links nodes AA and BB.

Typically, a user sees a node displayed in a window, its buttons highlighted in some fashion. The user explores the hypertext document by, e.g., clicking on a particular button, thereby causing the system to find the internal representation of the link named by the button, to then traverse the link, to find the node at the link’s endpoint, and to display that node as another text passage. The newly displayed node may have buttons as well, which the user may employ in order to continue exploring the hypertext document. Alternatively, the user may at any time decide to return to an earlier node and explore from there. Users may continue in this way more or less indefinitely, thereby exploring at will the hypertext network. A particular hypertext—a collection of nodes and links—may be thought of as an application written under the hypertext system. It is the system that provides the general means for exploring the particular hypertext document. Thus, a basic hypertext system may be thought of as operating a select-traverse-display loop. The user selects a button, the system traverses the link named by the button, and the system displays the node at the far end of the link, possibly using information picked up in traversing the link.

Typical, basic operations supported by hypertext systems include:

- User-directed navigation (traversal (of links) and display (of nodes)) of the hypertext document.
- Search and display (for example, the user will provide a search string and the system will search until it finds a node containing that string and then will display the node).
- Map-based navigation (the system displays a graph (called a map or network overview) of the hypertext document, and the user may direct navigation of the hypertext document based on the map, whose buttons, when selected, cause the corresponding node in the hypertext document to be displayed).
- Creation, modification (e.g., editing the contents of a node), and deletion of nodes and links and their attributes.
- Display of link and node attribute information (e.g., the name of the node at a link’s endpoint, the type of node or link).

---

1 The hypermedia concept extends hypertext to types of information items besides text, such as graphics and sound (Haan, et al., 1991).
Procedural attachment (link endpoints may be procedures that are activated by traversal of their incoming links. These procedures typically affect how certain nodes are displayed (see Apple Computer, 1989; Halasz, 1988; Koved, 1988, and Thompson, 1990).

However interesting this basic hypertext concept is, and however useful various implementations of it have proved to be, a number of problems and limitations have been identified with this basic concept (Bhargava, et al., 1988; Conklin, 1987; Feiner and McKeown, 1991; Halasz, 1988; Van Dam, 1988). For this article we are concerned with the following widely recognized problems and limitations in basic hypertext (and in many current implementations of hypertext).

- Manual linking (Bhargava, et al., 1988; DeRose, 1989; Feiner and McKeown, 1991; Halasz, 1988; Jordan, et al., 1989; Van Dam, 1988). Basic hypertext systems provide editing features for linking existing nodes and for creating and manipulating buttons (link icons). These features are highly useful to the builder—or annotator—of a hyperdocument. The basic hypertext concept, however, does not encompass inferred or virtual, linking of nodes by the system at run time. To illustrate the inferred linking concept (called implicit linking by DeRose, 1989), consider a system with predefined keyword nodes, whose contents explain and discuss the keyword in question. The hypertext system might infer a link (and thus the existence of an accompanying button) by being able to recognize keywords in arbitrary nodes and dynamically creating buttons out of them that are linked to the appropriate keyword nodes. With such a capability, a builder could simply type text into a node and have the system create many of the needed buttons and links associated with that node. Clearly, there is considerable potential benefit—especially in terms of reducing the cost of building a hyperdocument—to having the hypertext system capable of creating buttons and links automatically.

- Manual node creation (Bhargava, et al., 1988; Halasz, 1988; Jordan, et al., 1989; Parunak, 1988). This is the node version of the above link limitation. Under the basic hypertext concept, the hyperdocument builder builds nodes by using an editor to key in or to paste in information. There remains the possibility of the hypertext system generating nodes (along with

2 Although we will not discuss it further, this feature is supported in the system we illustrate later. Other researchers have been active in exploring this sort of feature, e.g., in the context of extended electronic mail systems (Ackerman and Malone, 1988; Harp, 1988; Lai, et al., 1988; Jackson and Yankelovich, 1991; Schatz, 1988). Other researchers are working on generating links from content analysis on text (Hammwoehner and Thiell, 1987; Parunak, 1990).
embedded buttons) on the basis of user inputs, in conjunction with existing information in its database (Furuta and Stotts, 1980; Schnase and Leggett, 1989). (See Feiner and McKeown, 1991, for mention of work on generation of graphical objects.) Again, it can be hoped that with such a capability the cost of developing a hyperdocument might be reduced. Finally, we note that automatic creation of nodes is quite different from procedural attachment (see above), which has been used to modify—or modify the display of—nodes, rather than to create them.

• **Network disorientation** (Conklin, 1987; Nielsen, 1990b; Parunak, 1989). This is the often-cited “lost in hyperspace” problem. At-will exploration of a rich hyperdocument can easily lead to user bewilderment. Basic hypertext systems use map-based navigation, logging of nodes traversed, and search-and-display commands as tools for ameliorating this problem.

• **Cognitive overhead disorientation: displayed information** (Conklin, 1987; Glushko, 1989). A main virtue of hypertext is that it provides system-level support for building software that both presents cognitively tractable amounts of information on the screen and makes easily accessible arbitrarily large amounts of associated information. In the basic hypertext concept, however, the builder must explicitly design the application’s displays. System-level support for tailoring the amount of information displayed and its mode of display is functionality beyond that in the basic hypertext concept.3

• **Multiple views** (Halasz, 1988; Koved, 1988; Perlman, 1989). Basic hypertext systems typically provide a limited number of ways to view nodes. For example, many systems permit buttons to be displayed with or without highlighting, and some offer both a user’s view and a builder’s view for nodes. Other views not envisioned in basic hypertext are possible. As a means of reducing cognitive overhead, nodes might be filtered and transformed for pertinent information before display (Beeri and Kornatzky, 1990; Tompa, 1989). For example, displays specialized by type of user (novice, experienced, e.g.) might be implemented in this way.

• **Cost of building hyperdocuments** (Bhargava, et al., 1988; Jordan, et al., 1989; Kimbrough, et al., 1990a; 1990b). Basic hypertext systems provide substantial support for building applications in which the user may interactively explore a large collection of associated information. Nevertheless, much more might be achieved by embedding knowledge into the hypertext system (DeYoung, 1989). For example, contextual information could be used automatically to invoke filtering routines in support of multiple views of nodes. Also, nodes (and embedded buttons) might be generated automatically, at run time, by machine-based inferential processes. There are many other possibilities as well, e.g., automated node creation and linking.

With the basic hypertext concept and a list of some of its pertinent limitations at hand, we shall now discuss our generalization of the concept and how this generalization addresses the list of limitations.

### Generalized Hypertext

Our concept of generalized hypertext is basic hypertext plus generalizations with regard to nodes, links, and link traversal. These generalizations are further extended by system-level support for user and domain contextual dependencies. The aim of this section is to articulate our concept of generalized hypertext by presenting and discussing these generalizations. In the following section, we shall illustrate the generalizations with example’s from our implementation.

#### Node generalization

In basic hypertext, nodes are largely document or card nodes: collections of text with embedded buttons and (often) graphics. Further, these nodes are explicitly represented in the system. We generalize nodes in two principal ways. First, while nodes may be collections of text with embedded buttons, under our concept a node

---

3 It is not, however, entirely beyond the functionality of some hypertext systems. As noted above, some systems allow procedural attachment for altering node display characteristics. "Card-based" hypertext systems (e.g., Akcsyn, et al., 1988; Apple Computer, 1989; Halasz, 1988), restrict the size of nodes in some way in order to limit—in a limited way—the amount of information available on screen at any time.
Hypertext may be any information item (structured bit stream, e.g., a document, a symbol, a picture, and so forth) about which the system may reason. Just about any sort of entity may be the endpoint of a link (including other links), and all such endpoints are considered to be nodes. Abstractly, nodes are objects that may be named (referred to) in various ways (explicitly or implicitly) and linked to other nodes. Further, information about nodes may be declared in the system, and this information (including contextual information) may be used by the system during its link traversal operations. Our second generalization is that nodes need not be explicitly represented in the system. They may be virtual, i.e., inferred (or computed (Halasz, 1988)) at run time from declarations used to build the system, as well as from other information, such as user inputs and attached applications (such as TEFA, see below).

For example, in the decision support system supported by our generalized hypertext implementation, (illustrated later), models are represented in the attached application, TEFA, and every declared model is also a node. Linked virtually to every model are the results of various operations on it, e.g., describing it and evaluating it. These results are themselves nodes, typically document nodes with embedded buttons, and are created in real time during operation of the system.

Link generalization

In basic hypertext, each link establishes a relation between a single source node and a single destination node, called the link endpoint. We generalize links in two principal ways. First, links may fork into multiple links. Thus, in selecting a button, which names a link, the user may then be asked to choose among several sub-links. (We call such collections of sub-links link ensembles.) For example, later we shall see that the name of a mathematical model may be a button in a document. Upon selecting such a button, the link traversal routine will infer that several analysis options are presently available, e.g., to run the model, to describe the model, and to suggest a scenario (data set) for running the model (see Figure 2). There are also two hypertext documentation options for adding a comment and for initiating a user-declared (i.e., explicit) link.

Each of these sub-links, or link forks, is traversable by the system and may be thought of as a command. In basic hypertext each analysis link may be thought of as a command to display one of the two endpoints of a link. This generalization allows arbitrary commands for operating upon a link endpoint and is a richer concept than that normally encompassed by procedural attachment.

Our second generalization is that links need not be explicitly represented in the system. Like nodes, they may be inferred at run time from declarations used to build the system, as well as from other information, such as user inputs, attached applications, and context. In fact, generalized hypertext buttons will often indicate the presence of such virtual links. These links are not generated until the user actually chooses to traverse them.

Generalizing link traversal

In basic hypertext, as noted above, link traversal is normally performed through a select-traverse-display model: the user selects a button (e.g., by pointing to it with a mouse and clicking on the mouse), the system finds the link named by the button, traverses it, and displays the node found at the link’s endpoint. (In the case of procedural attachment, the system may find a procedure at a link endpoint. If so, the system calls the procedure, which normally changes the content or display of a node.)

We generalize link traversal as follows. Inference (indeed, arbitrary processing) may occur both before and after traversal of a link. After the user selects a button, the system may perform a series of inferences in order to determine what the available links are (i.e., the system collects the link ensemble), possibly taking context into account. If there are several options available, the user is then prompted to choose a particular sub-link and (when needed) to supply parameters. (Alternatively, the system may invoke a default.) Inferencing is performed again in order to validate the refined request. Upon successful validation, the system determines (finds or generates) the appropriate sub-link and traverses it. Traversal—which may itself be a complex inferencing process and may use application-level procedures—produces a symbol that names a node. Inferencing, or processing, is then performed on that symbol (e.g., for the purpose of formatting and display). Usually, this final inferencing results in display of a new node. Thus, our generalization
The ASSET Cost Analysis Module calculates ship acquisition and life cycle costs which can be compared to systems of similar size. The model asset is CANDIDATE C. 

The model asset calls asset.cer to evaluate c_f_cc, c_f_profit, c_l_cc and c_l_profit.

important element of our design concept is that the application should declare—explicitly or implicitly—what is important to it, and the generalized hypertext system should exploit these declarations in order to infer links, nodes, and views. (This is done, in our system, through the use of universally quantified generalizations, which we call bridge laws. The purpose of bridge laws is to map terms in the attached applications (such as TEFA, see below) to expressions (nodes, links, and so forth) native to the generalized hypertext system. Detailed discussion of this technique is beyond the scope of this article. For further information see Bieber, 1990; 1992; Bieber and Kimbrough, 1990. Further, it is our hope that network and cognitive disorientation are reduced by inferencing procedures that are broadly available for reporting on and explaining various system entities, notably nodes, links, and buttons. 

follows a select-infer-traverse-infer model. (For more details see Bieber, 1992.)

Use of the generalizations

Under our concept of generalized hypertext, nodes are objects (declared or inferred), and links declare operations that may be applied to objects, usually producing a hypertext document upon completion. These generalizations are the outcome of our intention to construct a hypertext system in which the cost of building hypertext documents is greatly reduced through automatic creation of nodes and links on the basis of application-dependent declarations. System-level procedures that implement these generalizations work on application-specific declarations in order to make the necessary inferences for automatic linking, automatic node creation, and support for multiple views of nodes, links, and buttons. An
Hypertext

standard format to declare information about system entities (nodes and links); use generic (application-independent) inferencing procedures to generate nodes, links, and alternate views; and provide system-level explanation features.

We shall now illustrate these ideas with a discussion of our implementation of them.

Illustration: Max, a DSS Shell

Max is a generalized hypertext knowledge-based DSS shell. It is written in Prolog and is currently being used at the Research and Development Center at the Office of Engineering, and elsewhere, in the U.S. Coast Guard. Max has two main modules: a user interface subsystem, called Maxi (Max Interface), and a model and data management subsystem, called TEFA (The Eileen Ford Agency, model management being such a "fashionable" subject). The two subsystems have no code in common and communicate via expressions in a formal communications language, the expressions of which are formatted and interpreted in an elementary message management system (Kimbrough and Moore, 1992). In Figure 3, A is the user, B is the communications path on which messages from the message management system flow, and C is the locus of external procedures (e.g., subroutine libraries and commercial model solvers) and data (e.g., in database management systems).

Maxi is a standalone event-driven generalized hypertext editing and management system. It dynamically creates user interface environments based on requests from TEFA, which are tailored using context information about the task and the user (Halasz, 1988). As seen in Figure 3, Maxi has two main components. The user communicates directly with the dialog subsystem, which handles the physical input and output. The (largely) configuration-independent hypertext subsystem passes information between TEFA and the dialog subsystem, performing hypertext editing and inferencing as necessary. TEFA is a domain-independent model and data management system currently supporting models that

Figure 3. Max KSS Shell High-Level Architecture
Hypertext

can be expressed as mathematical equations. For the application at hand, it provides a modeling language (which DSS builders use to record the domain models and data) and information about the models and data (Bhargava, et al., 1988; Bhargava and Kimbrough, 1990; 1992).

Maxi currently runs only on a Macintosh computer. TEFA is written in generic Prolog and is therefore substantially configuration-independent. When not combined with Maxi it has its own generic Prolog command language component and is currently functioning in this way in the VAX/VMS environment. For TEFA to function in an event-driven windowing environment, these commands are translated by the message management system into the communications language.

Example: Working with a cost model

In order to give a sense of how Max works, we shall discuss some of the features a user would employ in a Max application—called Max Financial—to work with a particular model. We shall use as our example a model called Asset, which is used by the Navy and the Coast Guard to estimate ship acquisition and life cycle costs. Asset was originally implemented in Fortran. We reimplemented it in the model representation language of TEFA. The various reports and features we shall illustrate are produced inferentially at run time by Max, i.e., by our generalized hypertext system. They are automatically available for any model declared in TEFA. (It has been our experience that this strategy significantly hastens the building of a particular DSS (Kimbrough, et al., 1990a; 1990b.)

Max was designed to support two types of users; analysts and executive browsers (or other readers of prepared reports). Each typically approaches the system with a different purpose. Analysts execute models under various data scenarios. Information is returned in standard reports that are dynamically created by the system. The analysts can then copy and paste from these standard reports to create their own ad hoc final reports. Again, it is important to note that Max dynamically generates standard reports and automatically embeds buttons that name generalized hypertext links. Copying and pasting preserves these links in both the original and duplicate copies. (The computational cost of this is not excessive because buttons name—or refer to—links, and these buttons are copied, not the links.) Executives, on the other hand, generally do not build reports. Instead, they typically read reports produced on the system by analysts. Because analysts can easily include generalized hypertext buttons in their reports, executive browsers have access to the same standard reports and other generalized hypertext information as their analysts. This allows executives to explore the information supporting the analyst's recommendations and findings without placing undue burden on the analysts.

Imagine that an executive needs to make a decision based on the costs of two different fleets, one consisting of hydrofoils and the other of SWATH (Small Waterplane Area Twin Hull) vessels. The analyst's task, then, is to perform an analysis exercising the Asset life cycle cost model to create a report. The steps taken are outlined in Figure 4.

Steps 1 and 2: Analyst's Point of View. After starting the Max session, the analyst asks for a full description of the Asset model. To do this he or she selects the describe command/query from a menu in Max's menu bar and the Asset model as the subject of the command. The system produces a standard report model description (displayed in an interactive document), shown in Figure 5. Buttons are highlighted in boldface, indicating that further information is available about the objects they represent.

Steps 1 and 2: System's Point of View. During Max's initialization, the Max Financial application (under TEFA) passed a list of command options in the communications language to Maxi, the shell interface subsystem, which installed them in the menu bar under the heading Max Financial (see Figure 5). When the analyst chose one of these items, he or she initiated the following dialog with the Max Financial application.

• Dialog Subsystem
  — Intercepts user input.
  — Passes the hypertext subsystem a message relaying that the user selected the describe menu item and entered the text string "asset."

• Hypertext Subsystem
  — Receives the describe menu item and associated text string.
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**Figure 4. An Analysis Task Supported by Max**

- Determines that this is a generalized hypertext link traversal request.
- Infers that processing must be performed by TEFA to determine the destination node.
- Formulates a link traversal request to TEFA (which TEFA will perceive as a command request) in the formal communications language.

* TEFA
  - Receives the describe command request with input text string "asset."
  - Infers that the text string "asset" represents a Max Financial model.
  - Infers the generic describe report model for a (financial) model.
  - Executes the generic report model for the asset financial model. This involves inferring the financial model's description, source information, equations, and any related submodels. The knowledge base is used to derive these elements, many of which themselves are entities containing subcomponents.

- TEFA generates a composite report containing this information (which Maxi will perceive as the destination node), formats it in the formal communications language, and passes it to the hypertext subsystem.

* Hypertext Subsystem
  - Receives the link's destination node from TEFA.
  - Processes the node's contents into a format that the dialog subsystem can use. This involves tagging buttons with an internal ID and formulating display information (e.g., the buttons' base display text, and whether each is textual, numeric, monetary).
  - Passes the destination node's contents to the dialog subsystem.

* Dialog Subsystem
  - Receives an ordered set of text and buttons from the hypertext subsystem.
  - Processes the data to create an interactive document. The button information compiled by the hypertext subsystem is used to
The ASSET Cost Analysis Module calculates ship acquisition and life cycle costs. The intent of the module is to provide data which can be used to evaluate the relative costs of competing systems of ships. The source / reference for the model asset is CANDIDATE CRAFT STUDY (second analysis), U.S. Coast Guard H.Q.

The model asset has the following equations:

\[
\begin{align*}
  f_c &= c_{l-s} + n_f \cdot c_{f-s} \\
  c_{l-s} &= c_{l-acq} + c_{l-p} \\
  c_{l-p} &= c_{l-mp} \cdot w_{mp} + c_{ph} \cdot n_h \\
  c_{l-acq} &= 1.335000 \cdot p_l \\
  p_l &= c_{l-cc} + c_{l-profit} \\
  c_{f-s} &= c_{f-acq} + c_{f-p} \\
  c_{f-p} &= c_{f-mp} \cdot w_{mp} + c_{ph} \cdot n_h \\
  c_{f-acq} &= 1.295000 \cdot p_f \\
  p_f &= c_{f-cc} + c_{f-profit}
\end{align*}
\]

The model asset calls asset\_cer to evaluate \(c_{l-profit}\), \(c_{l-profit}\), \(c_{l-cc}\) and \(c_{l-profit}\).

Figure 5. Standard Report Describing the Asset Model

determine the actual text representation of each button on the screen.
- Displays the interactive document shown in Figure 5 on the screen.

The highlighted buttons in an interactive document denote links, real or virtual. Although they indicate a relation to information in the knowledge base, they (usually) are not explicitly linked to anything. As we shall see, only when they are queried directly will a link be determined and traversed.

Step 3a: Analyst's Point of View. Next, suppose the analyst wants to execute the Asset model under two scenarios. The analyst presses the (Macintosh) option key, and the "show me all available options" cursor appears as shown in Figure 5 (near the upper right-hand corner). The analyst then clicks the mouse on one of the "asset" buttons. Figure 2 shows the list of available options (i.e., generalized hypertext links), which is generated inferentially. Thus, we say that a button names a link ensemble, or bundle of links, rather than a single link as in basic hypertext.

Step 3a: System's Point of View. What happened internally is that the system interface determined that the user clicked on a set of known entities: the asset button, the report node, and the interface window itself. By default the system chose to take the most specific entity (i.e., the button) and translated its internal ID to its TEFA identifier in Max's generic "What can I do with this?" query. To the options (sub-links) returned by the application (TEFA), Maxi's hypertext subsystem added the hypertext documentation options for commenting and user-declared linking.

Steps 3b to 5: Analyst's Point of View. From this (filtered) list of options the analyst executes
The Asset model twice, once with the scenario (data set) "hydrofoil(l)" and once with "swath(l)." The analyst believes the variable "f_c" stands for the total fleet costs, but just to be sure, clicks on it to ask for a short description. The generalized hypertext reports generated are shown in Figure 6. These standard reports are quite sparse, but they could be made more explicit for, say, a novice analyst. Alternatively, if only the total fleet cost were needed, a report with only this value could have been returned.

Steps 3b to 5: System's Point of View. In order to execute the Asset model for the user, the system traversed a virtual "execution" link (as opposed to the other options of traversing a "describe" link or a "suggest scenario" link, etc.) from a report button for a model node. As a result of following the execution link, the model was executed, and, as it happens, a standard report node comprising the major resulting values was generated as the link destination (i.e., the node was created) and passed to the interface for display.

Steps 6 to 8. Figure 7 shows the final ad hoc report that the analyst has constructed for the executive browser. Note that the analyst has had to do no explicit linking. Instead, the automatic links were carried over through the buttons (boldface text in the figures) via copy and paste operations and editing of the final report. Although the final report is quite short, an executive or browser can query any button for further detail (Bieber, 1992). In fact, a large amount of information is available in this fashion. For example, in Figure 7 the executive has queried the value representing the SWATH fleet cost. The system recognized that this button represents the result of a model execution and determines that

---

**Figure 6. System Generated Reports From Executing the Asset Model and Describing the f_c Variable**

---
We used the asset model to calculate the life cycle costs for the swath (1) and hydrofoil (1) fleet scenarios. The total fleet costs under each scenario is:

- swath (1) $2.110005e8
- hydrofoil (1) $2.110005e8

Information Available:
(1) explain
(2) add comment
(3) add user-link

Figure 7. Analyst's Final Report and Link Ensemble for SWATH Fleet Cost

an explanation can be generated dynamically. This explanation appears in Figure 8, complete with automatic links from the embedded buttons to provide further information for the executive.

Max supports many other features (e.g., explicit creation of nodes, links, and buttons; user-induced, machine-interpretable comments on models and data) and contains several substantial mathematical models, but discussion of these lies beyond our current purpose, which is to present and discuss generalized hypertext and the essentials of our implementation of it.

Discussion and Conclusion

Hypertext is recognized as a method for reducing the human operating cost and cognitive overhead of using information systems. Generalized hypertext is a method for reducing the cost and effort of creating and using hypertext systems. By providing efficient and standard techniques for incorporating necessary and recognized features, our generalization of the concept of hypertext provides a robust basis for knowledge-based hypermedia systems.

Our experience with the Max system has demonstrated that generalized hypertext concepts are both computationally feasible and useful for builders, as well as users, of hypertext systems. By way of summary, we shall comment briefly on the relation of generalized hypertext to the problems and limitations of basic hypertext, presented earlier.

- Manual link creation, manual node creation.

Under our concept of generalized hypertext, both links and nodes may be either explicit (as in basic hypertext) or virtual (created during run time by the system, based on inference
We used the asset model to calculate the life cycle costs for the swath (1) and hydrofoil (1) fleet scenarios. The total fleet costs under each scenario is:

- swath (1) 2.110005e8($)
- hydrofoil (1) 3.165701e8($)

We therefore recommend the swath (1) fleet configuration.  

\[
\text{eval}(\&f_c, \&\text{asset}, \&\text{swath}(1)) = 2.110005e8
\]

This is the result of evaluating \( f_c \) under scenario swath (1).

The variable \( f_c \) is: Total fleet cost. It is computed using the model asset as follows:

\[
f_c = c_{\text{l.s}} + n_f \times c_{\text{f.s}}
\]

Here is the data used:

- \( c_{\text{l.s}} = 2.289483e7 \)
- \( n_f = 10 \)
- \( c_{\text{f.s}} = 1.881057e7 \)

from general declarations). We have demonstrated this concept with an implementation of a DSS shell and model management system, called Max, which is currently in use by the U.S. Coast Guard. Applications of Max beyond DSS have been developed to the prototype stage (e.g., for project management and for executive information systems) but are not yet deployed. The generalized hypertext system is indeed quite general and application-independent. Automated link and node creation can be thought of as being based on a declared theory of what is important to the application. In the Max Financial system (the DSS application described above), models are important, data are important, and things that can be done with them (e.g., describe, explain, run, suggest a scenario) are important, and the system contains internal declarations that say so. In the case of DSS and model management, it is fairly clear what sorts of things are important and hence should be used for automatic link and node creation. The extensibility of the generalized hypertext idea to other application domains depends upon whether it is possible to state a general, broad theory (set of declarations) regarding what is important in that domain. Without such declarations (bridge laws or something like them), it would of course be impossible for automatic node and link creation to be practicable.

- **Network disorientation.** We do not claim to have a major advance on this problem. We have, however, learned something that suggests some progress in this area. Our system is, as we have seen, oriented toward helping...
an analyst construct an interactive document with generalized hypertext functionality. The analyst or document builder can create one or more documents that are organized as the analyst sees fit. Text and buttons can be copied from other documents, normally generated by the system, into a document of the analyst's choice. (Again, this was illustrated above.) Working with the system in this way, the hypertext network tends to take on a nice structure. Instead of being an essentially arbitrary network of nodes (documents) and links, the hyperdocument begins to have the structure of a collection of trees with a common root, where that root is the document the analyst is using the system to create. One begins at the document, forays out for information, copies the information (including the buttons), returns to the document (with a click on its window), pastes in the retrieved information, makes any needed editing changes, and repeats the basic cycle until done. Similarly, browsers may use a single document or set of documents as a home base for exploration. We believe this structure for hypertext sessions reduces the problem of network disorientation, but proving it is another matter and will be the subject of future research efforts.

- **Cognitive overhead disorientation, multiple views.** Because links and nodes may be created automatically based on declarations from the application, it is possible to set up the declarations in a way that results in salient chunking of the information. What counts as salient chunking, of course, is difficult to determine and will likely be application-dependent. We have illustrated above the outcome of our choices in the context of DSS and model management. How, in general, information should be organized for presentation under hypertext is a proper subject for an extended research program. Generalized hypertext, as we have presented it, does not solve this problem or complete the research. Instead, it facilitates implementation once a solution—a salient chunking—is chosen. By making the application-specific declarations (including contextual information) in the right way, the generalized hypertext system can be made to present information in cognitively useful chunks, and this can be done in a context-sensitive fashion (Bieber, 1991b). Much remains to be learned on this subject.

- **Cost of building hyperdocuments.** It is evident that by relying on automatic generation of nodes and links through runtime inferencing on general declarations, generalized hypertext can greatly reduce the cost of creating specific hyperdocuments. This is particularly clear for the application we have chosen to illustrate here. In Max Financial the number of virtual nodes is essentially infinite. There is a generalized hypertext node corresponding to every possible parameter setting for every model in the system, but only a few nodes are ever actualized in any given session. Also, it should be emphasized that from the DSS builder's point of view the generalized hypertext features "come for free." Specifically, models, data, and information about them are declared in a simple, straightforward language. (The same technique is used in other application areas as well, e.g., project management.) Once declared, this information is fully available to the generalized hypertext system. The builder inputs (explicit) information about models and data, not about windows, buttons, and links. It is this latter information that the system provides and manages.

Finally, it might be asked, "What does generalized hypertext do for the user?" In one sense it does nothing, nor should it. Debuggers and compilers do not deliver new functionality for end users. Instead, they make it easier and cheaper to produce application software. Similarly, generalized hypertext—based on our experience—makes it easier and cheaper to produce hyperdocuments for those who can use them in their jobs. In Max, for example, a few pages of declarations describing a mathematical model (such as the Asset model) can result in thousands of (virtual) hypertext links that can be generated dynamically by the system. Most of these links get used. Without automatic generation, however, it simply would not be cost effective to set up the links manually, i.e., with a standard hypertext editor.

In sum, while we have installed a functioning generalized hypertext DSS, there is still very much room for further work. We view our current system as a platform for investigating orientation, scaling, networking, and knowledge-base maintenance issues, and particularly for further exploiting contextual clues. We are improving our specifications of contexts and task environments.
and are working on incorporating a hypermedia model input and modification subsystem, as well as a hypermedia project management system, as standard features of the DSS. We are also modeling a "hypertext engine" to make generalized hypertext available to information systems other than DDS (Bieber, 1991). These are topics for forthcoming systems and future papers, both of our own and, we hope, of others.
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