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Today’s managers are very interested in predicting the future purchasing patterns of their customers, which can then serve as an input into "lifetime value" calculations. Among the models that provide such capabilities, the Pareto/NBD “counting your customers” framework proposed by Schmittlein et al. (1987) is highly regarded. However, despite the respect it has earned, it has proven to be a difficult model to implement, particularly because of computational challenges associated with parameter estimation.

We develop a new model, the beta-geometric/NBD (BG/NBD), which represents a slight variation in the behavioral “story” associated with the Pareto/NBD but is vastly easier to implement. We show, for instance, how its parameters can be obtained quite easily in Microsoft Excel. The two models yield very similar results in a wide variety of purchasing environments, leading us to suggest that the BG/NBD could be viewed as an attractive alternative to the Pareto/NBD in most applications.
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1. Introduction
Faced with a database containing information on the frequency and timing of transactions for a list of customers, it is natural to try to make forecasts about future purchasing. These projections often range from aggregate sales trajectories (e.g., for the next 52 weeks), to individual-level conditional expectations (i.e., the best guess about a particular customer’s future purchasing, given information about his past behavior). Many other related issues may arise from a customer-level database, but these are typical of the questions that a manager should initially try to address. This is particularly true for any firm with serious interest in tracking and managing “customer lifetime value” (CLV) on a systematic basis. There is a great deal of interest, among marketing practitioners and academics alike, in developing models to accomplish these tasks.

One of the first models to explicitly address these issues is the Pareto/NBD “counting your customers” framework originally proposed by Schmittlein et al. (1987), called hereafter SMC. This model describes repeat-buying behavior in settings where customer “dropout” is unobserved: It assumes that customers buy at a steady rate (albeit in a stochastic manner) for a period of time, and then become inactive. More specifically, time to “dropout” is modelled using the Pareto (exponential-gamma mixture) timing model, and repeat-buying behavior while active is modelled using the NBD (Poisson-gamma mixture) counting model. The Pareto/NBD is a powerful model for customer-base analysis, but its empirical application can be challenging, especially in terms of parameter estimation.

Perhaps because of these operational difficulties, relatively few researchers actively followed up on the SMC paper soon after it was published (as judged by citation counts). However, it has received a steadily increasing amount of attention in recent years as many researchers and managers have become concerned about issues such as customer churn, attrition, retention, and CLV. While a number of researchers (e.g., Balasubramanian et al. 1998, Jain and Singh 2002, Mulhern 1999, Niraj et al. 2001) refer to the applicability and usefulness of the Pareto/NBD, only a small handful claim to have actually implemented it. Nevertheless, some of these papers (e.g., Reinartz and Kumar 2000, Schmittlein and Peterson 1994) have, in turn, become quite popular and widely cited.
The objective of this paper is to develop a new model, the beta-geometric/NBD (BG/NBD), which represents a slight variation in the behavioral “story” that lies at the heart of SMC’s original work, but is vastly easier to implement. We show, for instance, how its parameters can be obtained quite easily in Microsoft Excel, with no appreciable loss in the model’s ability to fit or predict customer purchasing patterns. We develop the BG/NBD model from first principles and present the expressions required for making individual-level statements about future buying behavior. We compare and contrast its performance to that of the Pareto/NBD via a simulation and an illustrative empirical application. The two models yield very similar results, leading us to suggest that the BG/NBD should be viewed as an attractive alternative to the Pareto/NBD model.

Before developing the BG/NBD model, we briefly review the Pareto/NBD model (§2). In §3 we outline the assumptions of the BG/NBD model, deriving the key expressions at the individual level and for a randomly chosen individual, in §§4 and 5, respectively. This is followed by the aforementioned simulation and empirical analysis. We conclude with a discussion of several issues that arise from this work.

2. The Pareto/NBD Model

The Pareto/NBD model is based on five assumptions:

(i) While active, the number of transactions made by a customer in a time period of length \( t \) is distributed Poisson with mean \( \lambda t \).

(ii) Heterogeneity in the transaction rate \( \lambda \) across customers follows a gamma distribution with shape parameter \( \alpha \) and scale parameter \( \tau \).

(iii) Each customer has an unobserved “lifetime” of length \( \tau \). This point at which the customer becomes inactive is distributed exponential with dropout rate \( \mu \).

(iv) Heterogeneity in dropout rates across customers follows a gamma distribution with shape parameter \( s \) and scale parameter \( \beta \).

(v) The transaction rate \( \lambda \) and the dropout rate \( \mu \) vary independently across customers.

The Pareto/NBD (and, as we will see shortly, the BG/NBD) requires only two pieces of information about each customer’s past purchasing history: his “recency” (when his last transaction occurred) and “frequency” (how many transactions he made in a specified time period). The notation used to represent this information is \( (X = x, t_x, T) \), where \( x \) is the number of transactions observed in the time period \( (0, T] \) and \( t_x \) \((0 < t_x \leq T)\) is the time of the last transaction. Using these two key summary statistics, SMC derive expressions for a number of managerially relevant quantities, such as:

- \( E[X(t)] \), the expected number of transactions in a time period of length \( t \) (SMC, Equation (17)), which is central to computing the expected transaction volume for the whole customer base over time.
- \( P(X(t) = x) \), the probability of observing \( x \) transactions in a time period of length \( t \) (SMC, Equations (A40), (A43), and (A45)).
- \( E(Y(t)|X = x, t_x, T) \), the expected number of transactions in the period \( (T, T + t] \) for an individual with observed behavior \( (X = x, t_x, T) \) (SMC, Equation (22)).

The likelihood function associated with the Pareto/NBD model is quite complex, involving numerous evaluations of the Gaussian hypergeometric function. Besides being unfamiliar to most researchers working in the areas of database marketing and CRM analysis, multiple evaluations of the Gaussian hypergeometric are very demanding from a computational standpoint. Furthermore, the precision of some numerical procedures used to evaluate this function can vary substantially over the parameter space (Lozier and Olver 1995); this can cause major problems for numerical optimization routines as they search for the maximum of the likelihood function.

To the best of our knowledge, the only published paper reporting a successful implementation of the Pareto/NBD model using standard maximum likelihood estimation (MLE) techniques is Reinartz and Kumar (2003), and the authors comment on the associated computational burden. As an alternative to MLE, SMC proposed a three-step method-of-moments estimation procedure, which was further refined by Schmittlein and Peterson (1994). While simpler than MLE, the proposed algorithm is still not easy to implement; furthermore, it does not have the desirable statistical properties commonly associated with MLE. In contrast, the BG/NBD model, to be introduced in the next section, can be implemented very quickly and efficiently via MLE, and its parameter estimation does not require any specialized software or the evaluation of any unconventional mathematical functions.

3. BG/NBD Assumptions

Most aspects of the BG/NBD model directly mirror those of the Pareto/NBD. The only difference lies in the story being told about how/when customers become inactive. The Pareto timing model assumes that dropout can occur at any point in time, independent of the occurrence of actual purchases. If we assume instead that dropout occurs immediately after a purchase, we can model this process using the beta-geometric (BG) model.

More formally, the BG/NBD model is based on the following five assumptions (the first two of...
which are identical to the corresponding Pareto/NBD assumptions:

(i) While active, the number of transactions made by a customer follows a Poisson process with transaction rate \( \lambda \). This is equivalent to assuming that the time between transactions is distributed exponential with transaction rate \( \lambda \), i.e.,

\[
f(t_j | t_{j-1} ; \lambda) = \lambda e^{-\lambda (t_j - t_{j-1})}, \quad t_j > t_{j-1} \geq 0.
\]

(ii) Heterogeneity in \( \lambda \) follows a gamma distribution with pdf

\[
f(\lambda | r, \alpha) = \frac{\alpha^r \lambda^{r-1} e^{-\lambda \alpha}}{\Gamma(r)}, \quad \lambda > 0.
\]  

(iii) After any transaction, a customer becomes inactive with probability \( p \). Therefore the point at which the customer “drops out” is distributed across transactions according to a (shifted) geometric distribution with pmf

\[
P(\text{inactive immediately after } j\text{th transaction}) = p(1 - p)^{j-1}, \quad j = 1, 2, 3, \ldots
\]

(iv) Heterogeneity in \( p \) follows a beta distribution with pdf

\[
f(p | a, b) = \frac{p^{a-1}(1-p)^{b-1}}{B(a,b)}, \quad 0 \leq p \leq 1,
\]  

where \( B(a,b) \) is the beta function, which can be expressed in terms of gamma functions: \( B(a,b) = \Gamma(a)\Gamma(b)/\Gamma(a+b) \).

(v) The transaction rate \( \lambda \) and the dropout probability \( p \) vary independently across customers.

4. Model Development at the Individual Level

4.1. Derivation of the Likelihood Function

Consider a customer who had \( x \) transactions in the period \( (0, T) \) with the transactions occurring at \( t_1, t_2, \ldots, t_x \):

\[
\begin{array}{c|c|c|c|c|c}
0 & t_1 & t_2 & \cdots & t_x & T \\
\hline
\times & \times & \cdots & \times & \times
\end{array}
\]

We derive the individual-level likelihood function in the following manner:

- the likelihood of the first transaction occurring at \( t_1 \) is a standard exponential likelihood component, which equals \( \lambda e^{-\lambda t_1} \).
- the likelihood of the second transaction occurring at \( t_2 \) is the probability of remaining active at \( t_1 \) times the standard exponential likelihood component, which equals \( (1 - p)\lambda e^{-\lambda(t_2-t_1)} \).

This continues for each subsequent transaction, until:

- the likelihood of the \( x \)th transaction occurring at \( t_x \) is the probability of remaining active at \( t_{x-1} \)

\[
\text{times the standard exponential likelihood component, which equals } (1 - p)\lambda e^{-\lambda(t_x-t_{x-1})}.
\]

- Finally, the likelihood of observing zero purchases in \( (t_x, T] \) is the probability the customer became inactive at \( t_x \) plus the probability he remained active but made no purchases in this interval, which equals \( p + (1 - p)e^{-\lambda(T-t_x)} \).

Therefore,

\[
L(\lambda, p | t_1, t_2, \ldots, t_x, T) = \frac{B(1-p)\lambda e^{-\lambda t_1} \cdots (1 - p)\lambda e^{-\lambda t_{x-1}}}{[p + (1 - p)e^{-\lambda(T-t_x)}]} \\
= p(1 - p)^{x-1} \lambda^x e^{-\lambda t_x} + (1 - p)^x \lambda^x e^{-\lambda T}.
\]

As pointed out earlier for the Pareto/NBD, note that information on the timing of the \( x \) transactions is not required; a sufficient summary of the customer’s purchase history is \( (X = x, t, T) \).

Similar to SMC, we assume that all customers are active at the beginning of the observation period; therefore, the likelihood function for a customer making 0 purchases in the interval \( (0, T) \) is the standard exponential survival function:

\[
L(\lambda \mid X = 0, t) = e^{-\lambda T}.
\]

Thus, we can write the individual-level likelihood function as

\[
L(\lambda, p \mid X = x, T) = (1 - p)^x \lambda^x e^{-\lambda T} + \delta_{x>0} p(1 - p)^{x-1} \lambda^x e^{-\lambda T}, \quad (3)
\]

where \( \delta_{x>0} = 1 \) if \( x > 0 \), 0 otherwise.

4.2. Derivation of \( P(X(t)=x) \)

Let the random variable \( X(t) \) denote the number of transactions occurring in a time period of length \( t \) (with a time origin of 0). To derive an expression for \( P(X(t)=x) \), we recall the fundamental relationship between interevent times and the number of events: \( X(t) \geq x \Leftrightarrow T_x \leq t \), where \( T_x \) is the random variable denoting the time of the \( x \)th transaction. Given our assumption regarding the nature of the dropout process,

\[
P(X(t)=x) = P(\text{active after } x\text{th purchase}) \\
= \cdot P(T_x \leq t \quad \text{and} \quad T_{x+1} > t) + \delta_{x>0} \\
\cdot P(\text{becomes inactive after } x\text{th purchase}) \\
\cdot P(T_x \leq t).
\]

Given the assumption that the time between transactions is characterized by the exponential distribution, \( P(T_x \leq t \quad \text{and} \quad T_{x+1} > t) \) is simply the Poisson probability
that \( X(t) = x, \) and \( P(T_s \leq t) \) is the Erlang-\( x \) cdf. Therefore,

\[
P(X(t) = x|\lambda, p) = (1-p) \cdot \frac{(\lambda t)^x e^{-\lambda t}}{x!} + \delta_{x=0} p(1-p)^{x-1} \cdot \left[ 1 - e^{-\lambda t} \sum_{j=0}^{x-1} \frac{(\lambda t)^j}{j!} \right].
\]

(4)

4.3. Derivation of \( E[X(t)] \)

Given that the number of transactions follows a Poisson process, \( E[X(t)] \) is simply \( \lambda t \) if the customer is active at \( t \). For a customer who becomes inactive at \( \tau \leq t \), the expected number of transactions in the period \( (0, \tau] \) is \( \lambda \tau \).

However, what is the likelihood that a customer becomes inactive at \( \tau \)? Conditional on \( \lambda \) and \( p \),

\[
P(\tau > t) = P(\text{active at } t | \lambda, p) = \sum_{j=0}^{\infty} (1-p)^j \frac{(\lambda t)^j e^{-\lambda t}}{j!} = e^{-\lambda pt}.
\]

This implies that the pdf of the dropout time is given by \( g(\tau | \lambda, p) = \lambda pe^{-\lambda pt} \). (Note that this takes on an exponential form. However, it features an explicit association with the transaction rate \( \lambda \), in contrast with the Pareto/NBD, which has an exponential dropout process that is independent of the transaction rate.) It follows that the expected number of transactions in a time period of length \( t \) is given by

\[
E(X(t) | \lambda, p) = \lambda t \cdot P(\tau > t) + \int_0^t \lambda \tau g(\tau | \lambda, p) d\tau = \frac{1}{p} - \frac{1}{p} e^{-\lambda pt}.
\]

(5)

5. Model Development for a Randomly Chosen Individual

All the expressions developed above are conditional on the transaction rate \( \lambda \) and the dropout probability \( p \), both of which are unobserved. To derive the equivalent expressions for a randomly chosen customer, we take the expectation of the individual-level results over the mixing distributions for \( \lambda \) and \( p \), as given in (1) and (2). This yields the following results.

- Taking the expectation of (3) over the distribution of \( \lambda \) and \( p \) results in the following expression for the probability of observing \( x \) purchases in a time period of length \( t \):

\[
P(X(t) = x | r, \alpha, a, b) = \frac{B(a, b + x)}{B(a, b)} \Gamma(r + x) \left( \frac{\alpha}{\alpha + t} \right)^r \left( \frac{t}{\alpha + t} \right)^x + \delta_{x=0} \frac{B(a + 1, b + x - 1)}{B(a, b)} \left[ 1 - \left( \frac{\alpha}{\alpha + t} \right) \left\{ \sum_{j=0}^{r-1} \Gamma(r+j) \left( \frac{t}{\alpha + t} \right)^j \right\} \right].
\]

(8)

- Finally, taking the expectation of (5) over the distribution of \( \lambda \) and \( p \) results in the following expression for the expected number of purchases in a time period of length \( t \):

\[
E(X(t) | r, \alpha, a, b) = a + b - 1 \left[ \frac{a}{a - 1} 2F_1 \left( \frac{r}{\alpha + t}; a + b - 1; \frac{t}{\alpha + t} \right) \right],
\]

(9)

where \( 2F_1(\cdot) \) is the Gaussian hypergeometric function. (See the appendix for details of the derivation.)

Note that this final expression requires a single evaluation of the Gaussian hypergeometric function, but it is important to emphasize that this expectation is only used after the likelihood function has been maximized. A single evaluation of the Gaussian hypergeometric function for a given set of parameters is relatively straightforward, and can be closely approximated with a polynomial series, even in a modeling environment such as Microsoft Excel.

In order for the BG/NBD model to be of use in a forward-looking customer-base analysis, we need to obtain an expression for the expected number of transactions in a future period of length \( t \) for an individual with past observed behavior \((X=x, t_s, T)\). The four BG/NBD model parameters \((r, \alpha, a, b)\) can be estimated via the method of maximum likelihood in the following manner. Suppose we have a sample of \( N \) customers, where customer \( i \) had \( X_i = x_i \) transactions in the period \((0, T_i] \), with the last transaction occurring at \( t_{s_i} \). The sample log-likelihood function is given by

\[
LL(r, \alpha, a, b) = \sum_{i=1}^{N} \ln \left[ L(r, \alpha, a, b | X_i = x_i, t_{s_i}, T_i) \right].
\]

(7)

This can be maximized using standard numerical optimization routines.

- Taking the expectation of (4) over the distribution of \( \lambda \) and \( p \) results in the following expression for the probability of observing \( x \) purchases in a time period of length \( t \):

\[
P(X(t) = x | r, \alpha, a, b) = \int_0^t \lambda \tau g(\tau | \lambda, p) d\tau
\]

- Finally, taking the expectation of (5) over the distribution of \( \lambda \) and \( p \) results in the following expression for the expected number of purchases in a time period of length \( t \):

\[
E(X(t) | r, \alpha, a, b) = a + b - 1 \left[ \frac{a}{a - 1} 2F_1 \left( \frac{r}{\alpha + t}; a + b - 1; \frac{t}{\alpha + t} \right) \right],
\]

(9)

where \( 2F_1(\cdot) \) is the Gaussian hypergeometric function. (See the appendix for details of the derivation.)

Note that this final expression requires a single evaluation of the Gaussian hypergeometric function, but it is important to emphasize that this expectation is only used after the likelihood function has been maximized. A single evaluation of the Gaussian hypergeometric function for a given set of parameters is relatively straightforward, and can be closely approximated with a polynomial series, even in a modeling environment such as Microsoft Excel.

In order for the BG/NBD model to be of use in a forward-looking customer-base analysis, we need to obtain an expression for the expected number of transactions in a future period of length \( t \) for an individual with past observed behavior \((X=x, t_s, T)\).
We provide a careful derivation in the appendix, but here is the key expression:

\[ E(Y(t) | X=x, t, T, r, a, b) = \frac{\alpha + b + x - 1}{\beta} \left[ 1 - \frac{1}{\Gamma(x + b + 1)} \right] \]

Once again, this expectation requires a single evaluation of the Gaussian hypergeometric function for any customer of interest, but this is not a burdensome task. The remainder of the expression is simple arithmetic.

6. Simulation

While the underlying behavioral story associated with the proposed BG/NBD model is quite similar to that of the Pareto/NBD, we have not yet provided any assurance that the empirical performance of the two models will be closely aligned with each other. In this section, therefore, we discuss a comprehensive simulation study that provides a thorough understanding of when the BG/NBD can (and cannot) serve as a close proxy to the Pareto/NBD. More specifically, we create a wide variety of purchasing environments (by manipulating the four parameters of the Pareto/NBD model) to look for limiting conditions under which the BG/NBD model does a poor job of capturing the underlying purchasing process.

6.1. Simulation Design

To create these simulated purchasing environments, we chose three levels for each of the four Pareto/NBD parameters, then generated a full-factorial design of \(3^4 = 81\) different “worlds.” For the two shape parameters \((r\) and \(s)\) we used values of 0.25, 0.50, and 0.75; for each of the two scale parameters \((\alpha\) and \(\beta)\) we used values of 5, 10, and 15. When we translate these various combinations into meaningful summary statistics it becomes easy to see the wide variation across these simulated worlds. For instance, buyer penetration (i.e., the number of customers who make at least one purchase, or \(1 - P(0)\)) varies from a low of 13% to a high of 76%. Likewise, average purchase frequency (i.e., mean number of purchases among buyers, or \(E[X]/(1 - P(0))\)) ranges from 2.1 up to 8.2 purchases per period. It is worth noting that this broad range covers the observed values from the original Schmittlein and Peterson (1994) application as well as the actual dataset used in our empirical analysis (to be discussed in the next section).

For each of the 81 simulated worlds, we created a synthetic panel of 4,000 households, then simulated the Pareto/NBD purchase (and dropout) process for a period of 104 weeks. We then ran the BG/NBD model on the first 52 weeks for each of these datasets, and used the estimated parameters to generate forecasts for a holdout period covering the remaining 52 weeks. We evaluate the performance of the BG/NBD based on the mean absolute percent error (MAPE) calculated across this 52-week forecast sales trajectory. If the MAPE value is a low number (below, say, 5%), we have faith in the applicability of the BG/NBD for that particular set of underlying parameters; otherwise, we need to look more carefully to understand why the BG/NBD is not doing an adequate job of matching the Pareto/NBD sales projection.

6.2. Simulation Results

In general, the BG/NBD performed quite well in this holdout-forecasting task. The average value of the MAPE statistic was 2.68%, and the worst case across all 81 worlds was a reasonably acceptable 6.97%. However, upon closer inspection we noticed an interesting, systematic trend across the worlds with relatively high values of MAPE. In Table 1 we summarize the relevant summary statistics for the 10 worst simulated worlds in contrast with the remaining 71 worlds. Notice that the BG/NBD forecasts tend to be relatively poor when penetration and/or purchase frequency are extremely low.

Upon further reflection about the differences between the two model structures, this result makes sense. Under the Pareto/NBD model, dropout can occur at any time—even before a customer has made his first purchase after the start of the observation period. However, under the BG/NBD, a customer cannot become inactive before making his first purchase. If penetrations and/or buying rates are fairly high, then this difference becomes relatively inconsequential. However, in a world where active buyers are either uncommon or very slow in making their purchases, the BG/NBD will not do such a good job of mimicking the Pareto/NBD.

Beyond this one source of deviation, there do not appear to be any other patterns associated with higher versus lower values of MAPE. For instance, the Pearson correlation between MAPE and penetration for the 71 worlds with “good behavior” is a modest 0.142. (In contrast, across all 81 worlds, this correlation is 0.379.) Therefore, when we set aside the worlds with sparse buying, the BG/NBD appears to be very robust.

It would be a simple matter to extend the BG/NBD model to allow for a segment of “hard core non-buyers.” This would require only one additional
parameter and would likely overcome this problem completely, but we do not see the likelihood or severity of this problem to be extreme enough to warrant such an extension as part of the basic model. Nevertheless, we encourage managers to continually monitor summary statistics such as penetration and purchase frequency; for many firms this is already a routine practice.

Having established the robustness (and an important limiting condition) of the BG/NBD, we now turn to a more thorough investigation of its performance (relative to the Pareto/NBD) in an actual dataset.

7. Empirical Analysis

We explore the performance of the BG/NBD model using data on the purchasing of CDs at the online retailer CDNOW. The full dataset focuses on a single cohort of new customers who made their first purchase at the CDNOW website in the first quarter of 1997. We have data covering their initial (trial) and subsequent (repeat) purchase occasions for the period January 1997 through June 1998, during which the 23,570 Q1/97 triers bought nearly 163,000 CDs after their initial purchase occasions. (See Fader and Hardie 2001 for further details about this dataset.)

For the purposes of this analysis, we take a 1/10th systematic sample of the customers. We calibrate the model using the repeat transaction data for the 2,357 sampled customers over the first half of the 78-week period and forecast their future purchasing using the more sophisticated MATLAB programming language.) To implement the model in Excel, we rewrite the log-likelihood function, (6), as

$$L(r, \alpha, a, b | X=x, t_{x}, T) = A_1 \cdot A_2 \cdot (A_3 + \delta_{x,0} A_4),$$

where

$$A_1 = \frac{\Gamma(r+x)\alpha'}{\Gamma(r)}, \quad A_2 = \frac{\Gamma(a+b)\Gamma(b+x)}{\Gamma(b)\Gamma(a+b+x)},$$

$$A_3 = \left(1 + \frac{1}{\alpha + \tau} \right)^{r+x}, \quad A_4 = \left(1 + \frac{a}{b + x - 1} \right) \left(1 + \frac{1}{\alpha + \tau} \right)^{r+x}.$$

This is very easy to code in Excel—see Figure 1 for complete details. (A note on how to implement the model in Excel, along with a copy of the complete spreadsheet, can be found at http://brucehardie.com/notes/004/.)

The parameters of the Pareto/NBD model are also obtained via MLE, but this task could be performed only in MATLAB due to the computational demands of the model. The parameter estimates and corresponding log-likelihood function values for the two models are reported in Table 2. Looking at the log-likelihood function values, we observe that the BG/NBD model provides a better fit to the data.

In Figure 2, we examine the fit of these models visually: The expected numbers of people making 0, 1, ..., 7+ repeat purchases in the 39-week model calibration period from the two models are compared to the actual frequency distribution. The fits of the two models are very close. On the basis of the chi-square
Table 2 Model Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>BG/NBD</th>
<th>Pareto/NBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>0.243</td>
<td>0.553</td>
</tr>
<tr>
<td>α</td>
<td>4.414</td>
<td>10.578</td>
</tr>
<tr>
<td>β</td>
<td>0.793</td>
<td>10.578</td>
</tr>
<tr>
<td>s</td>
<td>2.426</td>
<td>0.606</td>
</tr>
<tr>
<td>SLβ</td>
<td>793</td>
<td>11.669</td>
</tr>
<tr>
<td>LL</td>
<td>−9.582.4</td>
<td>−9.595.0</td>
</tr>
</tbody>
</table>

The goodness-of-fit test, we note that the BG/NBD model provides a better fit to the data ($\chi^2 = 4.82$, $p = 0.19$) than the Pareto/NBD, $\chi^2 = 11.99$, ($p = 0.007$).

The performance of these models becomes more apparent when we consider how well the models track the actual number of (total) repeat transactions over time. During the 39-week calibration period, the tracking performance of the BG/NBD and Pareto/NBD models is practically identical. In the subsequent 39-week forecast period, both models track the actual (cumulative) sales trajectory, with the Pareto/NBD performing slightly better than the BG/NBD (under-forecasting by 2% versus 4%), but both models demonstrate superb tracking/forecasting capabilities.

Our final—and perhaps most critical—examination of the relative performance of the two models focuses on the quality of the predictions of individual-level transactions in the forecast period (Weeks 40–78) conditional on the number of observed transactions in the model calibration period. For the BG/NBD model, these are computed using (10). For the Pareto/NBD, as noted earlier, the equivalent expression is represented by Equation (22) in SMC.

In Figure 3, we report these conditional expectations along with the average of the actual number of transactions that took place in the forecast period, broken down by the number of calibration-period repeat transactions. (For each $x$, we are averaging over customers with different values of $t_x$.)

Both the BG/NBD and Pareto/NBD models provide excellent predictions of the expected number of transactions in the holdout period. It appears that the Pareto/NBD offers slightly better predictions than the BG/NBD, but it is important to keep in mind that the groups towards the right of the figure (i.e., buyers with larger values of $x$ in the calibration period) are extremely small. An important aspect that is hard to discern from the figure is the relative performance for the very large “zero class” (i.e., the 1,411 people who made no repeat purchases in the first 39 weeks). This group makes a total of 334 transactions in Weeks 40–78, which comprises 18% of all of the forecast period transactions. (This is second only to the 7+ group, which accounts for 22% of the forecast period transactions.) The BG/NBD conditional expectation for the zero class is 0.23, which is much closer to the actual average ($334/1,411 = 0.24$) than that predicted by the Pareto/NBD (0.14).

Nevertheless, these differences are not necessarily meaningful. Taken as a whole across the full set of 2,357 customers, the predictions for the BG/NBD and Pareto/NBD models are indistinguishable from each other and from the actual transaction numbers. This is confirmed by a three-group ANOVA ($F = 2.65$), which is not significant at the usual 5% level.

The means reported in Figure 3 mask the variability in the individual-level numbers. Consider, for example, the 100 customers who made three repeat transactions in the calibration period. In the course of the 39-week forecast period, this group of customers made anywhere between 0 and 10 repeat transactions, with an average of 1.56 transactions. The individual-level BG/NBD conditional expectations vary from 0.04 to
We observe that the correlation between the actual number of forecast period transactions and the associated BG/NBD conditional expectations is 0.626. Is this high or low? To the best of our knowledge, no other researchers have reported such measures of individual-level predictive performance, which makes it difficult for us to assess whether this correlation is good or bad. (We hope that future research will shed light on this issue.)

Given the objectives of this research, it is of greater interest to compare the BG/NBD predictions with those of the Pareto/NBD model. The differences are negligible: The correlation between these two sets of numbers is an impressive 0.996.

This analysis demonstrates the high degree of validity of both models, particularly for the purposes of forecasting a customer’s future purchasing, conditional on his past buying behavior. Furthermore, it demonstrates that the performance of the BG/NBD model mirrors that of the Pareto/NBD model.

8. Discussion
Many researchers have praised the Pareto/NBD model for its sensible behavioral story, its excellent empirical performance, and the useful managerial diagnostics that arise quite naturally from its formulation. We fully agree with these positive assessments and have no misgivings about the model whatsoever, besides its computational complexity. It is simply our intention to make this type of modeling framework more broadly accessible so that many researchers and practitioners can benefit from the original ideas of SMC.

The BG/NBD model arises by making a small, relatively inconsequential, change to the Pareto/NBD assumptions. The transition from an exponential distribution to a geometric process (to capture customer dropout) does not require any different psychological theories, nor does it have any noteworthy managerial implications. When we evaluate the two models on their primary outcomes (i.e., their ability to fit and predict repeat transaction behavior), they are effectively indistinguishable from each other.

As Albers (2000) notes, the use of marketing models in actual practice is becoming less of an exception, and more of a rule, because of spreadsheet software. It is our hope that the ease with which the BG/NBD model can be implemented in a familiar modeling environment will encourage more firms to take better advantage of the information already contained in their customer transaction databases. Furthermore, as key personnel become comfortable with this type of model, we can expect to see growing demand for more complete (and complex) models—and more willingness to commit resources to them.

Beyond the purely technical aspects involved in deriving the BG/NBD model and comparing it to the Pareto/NBD, we have attempted to highlight some important managerial aspects associated with this kind of modeling exercise. For instance, to the best of our knowledge, this is only the second empirical validation of the Pareto/NBD model—the first being Schmittlein and Peterson (1994). (Other researchers—e.g., Reinartz and Kumar 2000, 2003; Wu and Chen 2000, have employed the model extensively, but do not report on its performance in a holdout period.) We find that both models yield very accurate forecasts of future purchasing, both at the aggregate level as well as at the level of the individual (conditional on past purchasing).

Besides using these empirical tests as a basis to compare models, we also want to call more attention to these analyses—with particular emphasis on conditional expectations—as the proper yardsticks that all researchers should use when judging the absolute performance of other forecasting models for CLV-related applications. It is important for a model to be able to accurately project the future purchasing behavior of a broad range of past customers, and its performance for the zero class is especially critical, given the typical size of that “silent” group.

In using this model, there are several implementation issues to consider. First, the model should be applied separately to customer cohorts defined by the time (e.g., quarter) of acquisition, acquisition channel, etc. (Blattberg et al. 2001). (For a very mature customer base, the model could be applied to coarse RFM-based segments.) Second, if we are using one cohort’s parameters as the basis for, say, another cohort’s conditional expectation calculations, we must be confident that the two cohorts are comparable.

Third, we must acknowledge an implicit assumption when using the forecasts generated using a model such as that developed in the paper: We are assuming that future marketing activities targeted at the group of customers will basically be the same as those observed in the past. (Of course, such models can be used to provide a baseline against which we can

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Correlations Between Forecast Period Transaction Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual</td>
</tr>
<tr>
<td>Actual</td>
<td>1.000</td>
</tr>
<tr>
<td>BG/NBD</td>
<td>0.626</td>
</tr>
<tr>
<td>Pareto/NBD</td>
<td>0.630</td>
</tr>
</tbody>
</table>
examine the impact of changes in marketing activity. Finally, as with the Pareto/NBD, the BG/NBD must be augmented by a model of purchase amount before it can be used as the basis for CLV calculations. Two candidate models are the normal-norm mixture (Schmittlein and Peterson 1994) and the gamma-gamma mixture (Colombo and Jiang 1999). A natural starting point for any such extension would be to assume that purchase amount is independent of purchase timing (Schmittlein and Peterson 1994).

The BG/NBD easily lends itself to relevant generalizations, such as the inclusion of demographics or measures of marketing activity. (In fact, some potential end users of models such as the BG/NBD and the Pareto/NBD may view the inclusion of such variables as a necessary condition for implementation.) However, great care must be exercised when undertaking such extensions: To the extent that customer segments have been formed on the basis of past behavior (e.g., using the RFM framework) and these segments have been targeted with different marketing activities (Elsmser et al. 2004), we must be aware of econometric issues such as endogeneity bias (Shugan 2004) and sample selection bias. If such extensions are undertaken, the BG/NBD in its basic form would still serve as an appropriate (and hard-to-beat) benchmark model and should be viewed as the right starting point for any customer-base analysis exercise in a “noncontractual” setting (i.e., where the opportunities for transactions are continuous and the time at which customers become inactive is unobserved).
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Appendix
In this appendix, we derive the expressions for $E[X(t)]$ and $E(Y(t) \mid X=x, t_x, T)$. Central to these derivations is Euler’s integral for the Gaussian hypergeometric function:

$$zF_1(a, b; c; z) = \frac{1}{B(b, c-b)} \int_0^1 (1-t)^{c-b-1}(1-zt)^{-a} dt,$$

$c > b$.

Derivation of $E[X(t)]$
To arrive at an expression for $E[X(t)]$ for a randomly chosen customer, we need to take the expectation of (5) over the distribution of $\lambda$ and $p$. First we take the expectation with respect to $\lambda$, giving us

$$E(X(t) \mid r, \alpha, p) = \frac{1}{p} - \frac{\alpha^r}{p(\alpha + pt)^r}.$$ The next step is to take the expectation of this over the distribution of $p$. We first evaluate

$$\int_0^1 \frac{p^{\alpha-1}(1-p)^{b-1}}{B(a,b)} dp = \frac{a+b-1}{a-1}.$$ 

Next, we evaluate

$$\int_0^1 \frac{\alpha^r}{p(\alpha + pt)^r} \frac{p^{\alpha-1}(1-p)^{b-1}}{B(a,b)} dp = \frac{\alpha^r}{\theta(a,b)} \int_0^1 \frac{q^{\alpha-1}(1-q)^{b-1}(-1 + t/q)^{-t} dp}{B(a,b)},$$

letting $q = 1 - p$ (which implies $dp = -dq$)

$$= \left( \frac{\alpha}{\alpha + t} \right)^r \frac{1}{B(a,b)} \int_0^1 q^{\alpha-1}(1-q)^{b-1} \left( 1 - \frac{t}{\alpha+1} \right)^{-t} dq$$

which, recalling Euler’s integral for the Gaussian hypergeometric function

$$= \left( \frac{\alpha}{\alpha + t} \right)^r \frac{B(a-1, b)}{B(a,b)} F_1(r, b; a+b-1; \frac{t}{\alpha+1}).$$

It follows that

$$E(X(t) \mid r, \alpha, a, b) = \frac{a+b-1}{a-1} \left[ 1 - \left( \frac{\alpha}{\alpha + t} \right)^r F_1(r, b; a+b-1; \frac{t}{\alpha + t}) \right].$$

Derivation of $E(Y(t) \mid X=x, t_x, T)$
Let the random variable $Y(t)$ denote the number of purchases made in the period $(T, T+t]$. We are interested in computing the conditional expectation $E(Y(t) \mid X=x, t_x, T)$, the expected number of purchases in the period $(T, T+t]$ for a customer with purchase history $X=x, t_x, T$.

If the customer is active at $T$, it follows from (5) that

$$E(Y(t) \mid \lambda, p) = \frac{1}{p} - \frac{1}{p} e^{-\lambda t}.$$

What is the probability that a customer is active at $T$? Given our assumption that all customers are active at the beginning of the initial observation period, a customer cannot drop out before he has made any transactions; therefore,

$$P(\text{active at } T \mid X=0, T, \lambda, p) = 1.$$

For the case where purchases were made in the period $(0, T]$, the probability that a customer with purchase history $(X=x, t_x, T)$ is still active at $T$, conditional on $\lambda$ and $p$, is simply the probability that he did not drop out at $t_x$ and made no purchase in $(t_x, T]$, divided by the probability of making no purchases in this same period. Recalling that this second probability is simply the probability that the customer became inactive at $t_x$, plus the probability he remained active but made no purchases in this interval, we have

$$P(\text{active at } T \mid X=x, t_x, T, \lambda, p) = \frac{1-p}{p+1-p} e^{-\lambda t_x}.$$ Multiplying this by $[(1-p)^{T-x-1+\lambda} e^{-\lambda t_x}]/[(1-p)^{T-x-1+\lambda} e^{-\lambda t_x}]$ gives us

$$P(\text{active at } T \mid X=x, t_x, T, \lambda, p) = \frac{(1-p)^{T-x-1+\lambda} e^{-\lambda t_x}}{L(\lambda, p) X=x, t_x, T},$$

(A2)

where the expression for $L(\lambda, p) X=x, t_x, T$ is given in (3). (Note that when $x=0$, the expression given in (A2) equals 1.)
Multiplying (A1) and (A2) yields
\[
E(Y(t)|X=x,t_x,T,\lambda,p) = \frac{(1-p)\lambda e^{-\lambda t} (1/p - 1/pe^{-\lambda pt}/p)}{L(\lambda,p|X=x,t_x,T)} = \frac{p^{-1}(1-p)^2 \lambda^2 e^{-\lambda t} - p^{-1}(1-p)\lambda^2 e^{-\lambda (T+pt)}}{L(\lambda,p|X=x,t_x,T)}. \tag{A3}
\]
(Note that this reduces to (A1) when \(x=0\), which follows from the result that a customer who made zero purchases in the time period \((0,T]\) must be assumed to be active at time \(T\).)

As the transaction rate \(\lambda\) and dropout probability \(p\) are unobserved, we compute \(E(Y(t)|X=x,t_x,T)\) for a randomly chosen customer by taking the expectation of (A3) over the distribution of \(\lambda\) and \(p\), updated to take into account the information \(X=x,t_x,T\):
\[
E(Y(t)|X=x,t_x,T,r,\alpha,a,b) = \int_0^1 \int_0^\infty E(Y(t)|X=x,t_x,T,\lambda,p) 
\cdot f(\lambda,p|r,\alpha,a,b,X=x,t_x,T)\,d\lambda\,dp. \tag{A4}
\]
By Bayes theorem, the joint posterior distribution of \(\lambda\) and \(p\) is given by
\[
f(\lambda,p|r,\alpha,a,b,X=x,t_x,T) = \frac{L(\lambda,p|X=x,t_x,T)f(\lambda|r,\alpha)f(p|a,b)}{L(r,\alpha,a,b|X=x,t_x,T)}. \tag{A5}
\]
Substituting (A3) and (A5) in (A4), we get
\[
E(Y(t)|X=x,t_x,T,r,\alpha,a,b) = \frac{A-B}{L(r,\alpha,a,b|X=x,t_x,T)}, \tag{A6}
\]
where
\[
A = \int_0^1 \int_0^\infty p^{-1}(1-p)^2 \lambda^2 e^{-\lambda t} f(\lambda|r,\alpha)f(p|a,b)\,d\lambda\,dp
\]
\[
B = \int_0^1 \int_0^\infty p^{-1}(1-p)^2 \lambda^2 e^{-\lambda (T+pt)} f(\lambda|r,\alpha)f(p|a,b)\,d\lambda\,dp
\]
\[
= \int_0^1 p^{-2}(1-p)^{b+x-1}B(a,b)\int_0^\infty \frac{\lambda^{r+x-1} e^{-\lambda (\alpha+T+pt)}}{\Gamma(r)}\,d\lambda \,dp
\]
\[
= \frac{\Gamma(r+x)\alpha^r}{\Gamma(r)B(a,b)} \int_0^1 p^{-2}(1-p)^{b+x-1} \left(1 - q\right)^{-(r+x)}dq,
\]
letting \(q = 1-p\) (which implies \(dp = -dq\))
\[
= \frac{\Gamma(r+x)\alpha^r}{\Gamma(r)B(a,b)(\alpha+T+t)^{r+x}}
\]
\[
\int_0^1 q^{b+x-1}(1-q)^{-2} \left(1 - \frac{t}{\alpha+T+t} \right)^{-(r+x)}dq.
\]
Substituting (6), (A7), and (A8) in (A6) and simplifying, we get
\[
E(Y(t)|X=x,t_x,T,r,\alpha,a,b) = \frac{\alpha^r + b + x}{\alpha + T + t} \left[1 - \left(\frac{\alpha + T + t}{\alpha + T + t}\right)^{b+x-1} \right] \int_0^1 \frac{1}{(a+T+t)^{b+x} \Gamma(r)} \,dq.
\]
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