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Abstract A useful level of analysis for the study of innovation may be what we call
“knowledge communities”—intellectually cohesive, organic inter-organizational forms.
Formal organizations like firms are excellent at promoting cooperation, but knowledge
communities are superior at fostering collaboration—the most important process in
innovation. Rather than focusing on what encourages performance in formal organizations,
we study what characteristics encourage aggregate superior performance in informal
knowledge communities in computer science. Specifically, we explore the way knowledge
communities both draw on past knowledge, as seen in citations, and use rhetoric, as found
in writing, to seek a basis for differential success. We find that when using knowledge
successful knowledge communities draw from a broad range of sources and are extremely
flexible in changing and adapting. In marked contrast, when using rhetoric successful
knowledge communities tend to use very similar vocabularies and language that does not
move or adapt over time and is not unique or esoteric compared to the vocabulary of other
communities. A better understanding of how inter-organizational collaborative network
structures encourage innovation is important to understanding what drives innovation and
how to promote it.
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Introduction

Technical and scientific innovation is accomplished through a joint effort of thousands of
researchers working for different kinds of organizations, including firms, universities,
hospitals, research think tanks, and government labs (Fleming and Sorenson 2001; McCain
1987; Osareh 1996; Small 2003). In some cases the work of a group of researchers across
firms assumes a joint coherency, and the group begins to function, in many ways, as if it
were a new emergent organizational form (Crane 1972; Kuhn 1962). These scientific
“knowledge communities” comprise an inter-organizational large-scale network in which
researchers work together by building on each other’s advances. Researchers in knowledge
communities tend to produce at higher rates of innovation than less cohesive researchers
(Boyack and Borner 2003; Merton 1972; Murray and Stern 2005; Narin et al. 1997). In the
context we study in this paper, for example—technical computer science paper publica-
tions—a disproportionate 56.61% of citations are received by papers in cohesive knowl-
edge communities, even though only 43.67% of papers are in such communities.

Using citation and rhetorical data to look at the network typology of these innovating
communities, we begin to isolate key structural factors that drive their success. We attempt to
quantify some of the substantive differences between knowledge communities in both use of
previous knowledge and use of rhetoric. First we examine community cohesiveness, or the
extent to which communities build on each other’s knowledge and language. Next we examine
community uniqueness, or the extent to which a knowledge community is different from others
inits use of past knowledge and language. Finally we examine community flexibility, or the rate
of change a knowledge community has shown over time in use of knowledge and language.

Modern analysis in innovation has largely focused on the study of formal organizations,
usually firms. But how researchers communicate and learn between these organizations is
where much of the value is generated (Crane 1972, 1989; Fleming and Sorenson 2001; Kuhn
1962; Small 2003). Knowledge communities can exist in any specialized areas of research
where there is free exchange of information; examples include looking for a cure for Alz-
heimer’s disease, trying to improve Internet search, and looking to improve the gas efficiency
of diesel engines (Culnan 1986; Guimeraet al. 2005; Hargens 2000; Small 1994). Knowledge
communities are by their very nature homogenous, unifying people of similar research
interests and specialties to learn from each other and build on each other’s ideas each for their
own—though similar—purposes (Merton 1972). Members of knowledge communities can
work together as closely as the members of most firms, yet may never meet (Crane 1989).

While firms are excellent at facilitating cooperation by unifying incentives, knowledge
communities are superb at encouraging collaboration; this embodies the distinction
between working together and working jointly. An interactive knowledge community
offers a built-in and knowledgeable audience for research, a stimulating intellectual dia-
logue, and an accelerated technical environment (Crane 1972, 1989; Kuhn 1962). Being a
member of a knowledge community is less a conscious choice than a reflection of being a
part of a stream of the knowledge that involves the collaboration and cooperation of other
researchers in a tight, cohesive pattern of research.

Theory
We draw on two emerging areas of network research that have examined innovation in

large-scale networks, though with different emphases: research on small worlds, and
research on geographic technology clusters.
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In his work on “Small Worlds” (Watts 1999), Duncan Watts observed that the
aggregate structure of connections between people and other networks was not random.
These ideas have begun to allow network theorists to effectively grapple with large-
scale networks of all sorts, including, for example, the small world of the casts of
Broadway musicals (Guimera et al. 2005; Uzzi 2005). This research shows the benefits
behind cohesive communities for research engaged in collaborative innovation. Michael
Porter and others have argued for a different logic behind such communities of
expertise. They study geographic clusters of competence, showing how a bubble of
geographically close, dense connections, high expert knowledge, and unified interests
has led to sustained advantages in innovation and core competencies (Porter 1998;
Porter et al. 2004). This strain of thought assumes that communities are geographical,
like Silicon Valley in the 1990s—and that it is the social reinforcement, and to some
sense external dislocation, of people into the “bubble” that allows for such effective
innovation in business.

Both the small world and Porter’s lines of research integrate well with the arguments
developed within the sociology of knowledge since the 1960s. Merton (1972), Kuhn
(1962), and Price (1963) looked at the realm of science and research and argued that
paradigms—Ienses for viewing the world, frameworks of meaning—created tight clusters
of researchers who built on each other’s ideas. The stronger the paradigm, the more
intellectually coordinated the cluster could be, since it had more clearly defined questions,
methodologies, and language (Pfeffer 1993; Yoels 1974). On the other hand, maladjusted
and restrictively strong paradigms can lead to myopia, since higher commitment to a
framework more strongly excludes other frameworks (Meyer and Zucker 1989; Pfeffer
1993).

Research within the scientific academy and within firms, traditionally studied sepa-
rately, has begun to be more integrated as university researchers seek more patents, aca-
demic and corporate researchers fruitfully collaborate, and firms such as Google emerge
from the ivory tower (Henderson et al. 1998; Murray 2005; Murray and Stern 2005; Narin
et al. 1997; Shane 2002). Nevertheless, fundamental and proprietary research settings rest
on substantively distinct incentive structures (Gittelman and Kogut 2003; Murray and Stern
2005). Fundamental science encourages the broad distribution and sharing of knowledge,
since the success of university researchers is bound up with the attention of and usefulness
to their fellow researchers. The importance of research within firms, while it builds on
fundamental science (and sometimes contributes to it), rests on the ability to extract value
from proprietary, and thus private, knowledge.

Search

The search strategies used in research have been found to be very important to the resulting
nature and degree of innovation. James March (1991) described two strategies firms could
use when searching for new ideas or technologies. An explorative search strategy focuses
on searching through unfamiliar material in the hopes of a breakthrough that would expand
an area of specialty. An exploitive search strategy looks at areas of existing competence to
find ways to better use or extract value from current resources. Studies that have built on
the importance of search scope in innovations include Nerkar (2003), Gittelman (2003),
Rosenkopf and Nerkar (2001), and Katila and Ahuja (2002).

In measuring innovative performance, this work traditionally focuses on patents, the
firms’ “claim” on a technology (Cohen et al. 2000; Pakes and Shankerman 1984) and its
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incentive to invest in R&D (Trajtenberg 1990). Although they are publicly available,
patents are not filed to disseminate knowledge. In contrast, the knowledge communities we
study in this paper work primarily by publishing papers on technical subjects in journals or
presenting papers in conferences (Garfield 1983, 1988). Citations in papers, like citations
in patents, are made when another work had been influential to a discovery, or when a
discovery is based on another work (Merton 1965).

Marketing

The well-known theory of “integrated marketing” holds that organizations which present a
unified and clear message to customers are more likely to perform well (Phelps and
Johnson 1996; Schultz et al. 1994). Consistency and dependability in marketing messages
is the essence of brand identity, one of the most robust findings in the marketing literature
(Haynes et al. 1999).

A strongly focused, sharing collaborative group culture can help gather and triangulate
information about a market to maintain a better window into its needs and preferences
(Hurley and Hult 1998; Pfeffer 1993; Powell et al. 1996; Slater and Narver 1995). Such a
group has several interlocking abilities that allow it to communicate a message to the
market in a unified, coherent way (Slater and Narver 1995). The abilities to market
products and ideas are not so different, as argued by literature on “science wars” and
discussions on how ideas propagate as “memes” (Kogut and Macpherson 2004). Strategies
for selling ideas can be in many ways analogous to strategies for selling tangible products
(Downs 1957; Hotelling 1929).

Knowledge communities are interesting in this respect because the “market” for a
knowledge community is perhaps primarily internal to those within the community and
then secondarily—but necessarily—to those beyond the community. This increases the
value of a shared internal form of presentation and uniform norms for use of language and
methods (McCloskey 1998).

Hypotheses

We examine two aspects of knowledge communities: how they use and build on previous
knowledge, and how they use language (Abrahamson 1996; Braam 1991a, b).

We believe that the way a knowledge community uses previous knowledge will be
closely related to the way it has searched its relevant knowledge-space for new ideas
(Katila and Ahuja 2002; Nerkar 2003; Rosenkopf and Nerkar 2001). On the other hand, we
believe the way a knowledge community uses language will be more closely related to how
it communicates internally and externally—how it markets its ideas to attract attention and
members (Abrahamson 1996; Powell et al. 1996; Slater and Narver 1995). In explaining
differential success, we believe that the existence and stability of community attributes,
and their low appropriability, is best explained under a broad resource-based view
framework that takes into account interconnected capabilities, norms, and routines.

Previous research has shown how important to innovation it is how a knowledge
community searches for new ideas (Katila 2002; Katila and Ahuja 2002; Rosenkopf and
Nerkar 2001). Literature on search strategies implies that broad search will be more likely
to result in innovation (Cohen and Levinthal 1990; Fleming 2001; Fleming et al. 2005;
March 1991). Therefore, we believe that a firm which looks broadly in its intellectual
landscape will be more likely to identify valuable sources of ideas.
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H1 Innovating knowledge communities that draw from diverse sources of knowledge
will perform better.

Broad search, however, will only be useful to the extent that a knowledge community
can exploit the good ideas it finds (March 1991). In quickly moving areas of science,
therefore, this ability to draw from sources with valuable ideas will signify itself in a
knowledge community’s ability to redirect its focus as an intellectual community as its
research evolves and new areas of knowledge become more useful (Fleming 2001; Lev-
inthal and March 1981).

The broad range of knowledge collected within a tight and interconnected knowledge
community, as hypothesized in H1, allows such a community to scan the intellectual and
technical landscape quickly and efficiently (Uzzi 2005; Watts 1999). The ability to search
broadly within a tight community and beyond it is crucial to finding valuable resources,
and the ability to then reposition to take advantage of these resources is also crucial
(Fleming and Sorenson 2001; Rosenkopf and Nerkar 2001).

H2 Innovating knowledge communities that are flexible in their use of knowledge will
perform better.

It is important for a firm to search and take advantage not only of standard resources but of
non-standard ones (Katila 2003 draft; Katila and Ahuja 2002). Particularly where academia
and industry mix, the emphasis is on ideas that contribute something innovative (Gittelman
and Kogut2003; Henderson et al. 1998; Murray and Stern 2005; Pakes and Shankerman 1984).

Therefore, a knowledge community must search in areas that are somewhat unique
(Cohen and Levinthal 1990; Drucker 1985; Katila 2003 draft; Schumpeter 1934). Ceteris
paribus, the more competitors searching in an area, the less likely it is that undiscovered
value can be found there (Porter 1985). Further, it follows that a firm which searches
broadly (H1) and is flexible (H2) will more likely be among the first to find valuable
untapped resources (Lieberman and Montgomery 1988; Makadok 1998).

H3 Knowledge communities that use unique knowledge will perform better.

Now we turn from the way knowledge communities use knowledge to the way they use,
in aggregate, rhetoric. Knowledge communities are largely text-based—that is, the primary
form of communication between members is through articles. Knowledge communities
have a particularly difficult signaling problem: Members need to identify each other in
order to learn from each other and benefit from the advantages of community membership,
but such identification is not always easy (Braam 1991a; White 2003). Since articles do not
contain explicit school identity labels (though journals can give hints toward potential
identities), authors who wish to position their articles within a school may use keywords to
identify themselves as a part of that school or may use language specific to that school
(Abrahamson 1996; McCloskey 1998).

From a marketing perspective, we expect rhetoric to be used in a knowledge community
very differently from the way a community uses previous knowledge. Members of strong
knowledge communities will, we believe, for internal and external reasons, tend to con-
verge on shared language both as a way to reduce the ambiguity of communication and
because such communities use similar methodologies and similar language in presenting
problems and issues (Abrahamson 1996; Bartel and Saavedra 2000; DiMaggio and Powell
1983; McCloskey 1998).

From an external perspective, literature on integrated marketing and branding suggests
that firms which use a single consistent message will be more effective (Schultz et al.
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1994). This should hold even more strongly for knowledge communities, where the lack of
concrete labels causes authors to flag themselves as part of a school as a signaling message
(Mizruchi and Fein 1999; Pfeffer 1993).

Lastly, the very diversity of knowledge being presented by knowledge communities
gives rise to a need for a single rhetorical lens with which to express these ideas. Suc-
cessful knowledge communities, we believe, will draw on many sources for their
knowledge and then present these diverse ideas under one shared rhetoric or framework of
analysis.

H4 Innovating knowledge communities that use consistent rhetoric will perform better.

But the lack of formal leadership that makes knowledge communities so different from
firms also limits their ability to coordinate change. The rhetoric of a strong paradigm tends
to be stable over time, as it is based on a shared construction of rhetorical meaning (Price
1963). Reconceptualizations of shared mental constructions and changes in meaning of
shared language, particularly in a context without any explicit leadership or coordinating
mechanism, can result in inefficiency and ambiguity in communication.

The advantages of shifting rhetoric over time are not as clear. Buzzwords and rhetorical
fashion are not a good basis for a sustained competitive advantage, particularly in a field
that relies on technical work (Abrahamson 1996). Since knowledge communities are
amorphous groups without formal boundaries, they benefit from a unified use of language
in order to create a recognizable sort of identity or brand (Haynes et al. 1999). Particularly
in a technical context, language is not the source of innovation; rather, the ideas underlying
language are. Therefore, once a knowledge community constructs a consensus in rhetoric,
it remains relatively stable.

HS Innovating knowledge communities that use stable rhetoric will perform better.

Finally, knowledge communities, if they are to be successful, must appeal to large
numbers of people. This implies that schools claim and use common and recognized
language as their core set of words, allowing them to grab the metaphorical “middle
ground” (Downs 1957; Hotelling 1929).

Knowledge communities whose words and meanings are difficult for others to under-
stand tend to isolate themselves. While this has proven to be a successful strategy for
professional fields that desire barriers to entry (e.g., doctors, lawyers), it hampers the
cooperation and collaboration that is desirable between knowledge communities (Kripke
1982). Addressing the important issues of the field and communicating good ideas in
broadly understood language will lead to the largest possible audience (Downs 1957).

H6 Innovating knowledge communities that use mainstream rhetoric will perform better.

Although knowledge communities do not have formal leaders or formal organizational
legitimacy, they do have the preconditions for idiosyncratic capabilities and routines—
intense socialization, repeated interactions, mechanisms for punishment and reward, an
interconnected incentive structure (Barney et al. 2001; Cohen et al. 2000; Wernerfelt
1984). These differential routines and capabilities could constitute a competitive advantage
for communities and lead some communities to have sustained levels of higher innova-
tiveness. Understanding how and why knowledge communities create a culture of inno-
vation that effectively generates and distributes good ideas is our central goal.

The effect of firm involvement in knowledge communities is an interesting one. While it
is not a main variable, we include it in order to explore its impact on all our models. Firms
place a higher value on proprietary information, while knowledge communities often thrive
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on very open sharing of information, at least in the sciences and social sciences. The
difference this makes is hard to fully appreciate until our analysis extends to firms or
commercial patents.

Methods
Data

The data in this paper were drawn largely from CiteSeer, a digital library of papers from
conferences and journals in computer science. We cross-reference all of CiteSeer’s more
than 700,000 indexed papers with the DBLP Computer Science Bibliography, a European
database with over 600,000 papers that indexes a similar group of computer science papers,
in order to verify existing information and gather supplemental information on journals and
conferences. The match between these two databases is close; indeed, the DBLP links most
of its papers to the corresponding papers in the CiteSeer database.

The majority of papers in these databases are from between 1992 and 2003. They give
us a rich picture of the field of computer science as it has evolved in the past decade and a
half. Some limitations, such demarcation of paper type, remain.

Clustering methodology

To find our knowledge communities we use a clustering algorithm to identify clusters of
like papers. Our methodology utilizes the structure of co-citations in paper bibliographies
sometimes called bibliometric coupling to group papers that are “similar” in the papers
they cite, representing the similar knowledge they are building on (Small et al. 1985).
Essentially, therefore, we are comparing the citations of all papers to all other papers to
find papers that use similar citations. See Appendix 2 (available online) for technical
details and pseudocode on clustering methodology.

When previous research in management and innovation has used algorithms for clus-
tering, two methods have been overwhelmingly prevalent: CONCOR and hierarchical
clustering. These methods work best in smaller datasets with low dimensionality and clear
cluster divisions. Their chief weakness, as with other ad hoc single pass methods in
management (Aharonson et al. 2004), is that their initial clustering choices result in path
dependency.

We built on prior clustering methodologies to develop a new clustering approach,
StrEMer, that produces high-quality clusters that are dynamic over time and allows papers
that are not tightly connected to a cohesive set of research to remain out of a cluster
(Kandylas et al. 2005; Zhong and Ghosh 2003). All standard clustering methods create
clusters based on citations made both by a paper and by other similar papers published
subsequently, conflating the importance of a cluster in the future with its position now.
We developed an iterative clustering scheme (“rolling clustering”) that successfully
resolves this temporal confounding, allowing all cluster assignments in each year to be
backward-looking only based on the previous 5-year frame—an appropriate “context” for
knowledge development. At the same time we find very high continuity between clusters,
since the knowledge landscape we created changes gradually. Another benefit of this
method is that our measures of “centrality” at the paper and cluster levels refer to the
appropriate frame rather than an aggregate over the entire time range, as with all other
standard methods.
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1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003
9.23% 11.85% 10.76% 9.14% 7.06% 7.23% 7.42% 7.34% 6.58% 5.15% 4.57% 4.24%
15.85% 10.55% 11.93% 10.44% 7.52% 7.61% 7.70% 8.16% 8.44% 8.36% 7.58% 8.95%
7.84% 7.05% 8.38% 6.05% 6.06% 6.73% 5.91% 7.21% 6.22% 5.86% 4.48% 4.91%
749% 9.09% 5.46% 6.22% 5.84% 4.67% 5.25% 4.23% 1.85%

4.01% 3.42% 7.65% 7.28% 8.92% 9.65% 9.19% 6.50%

1.92% 2.55% 3.63% 38.59% 6.13% 6.33% 5.56% 5.58% 5.78% 6.02% 4.71% 3.70%
9.06% 10.76% 5.80% 4.66% 4.08% 3.30% 3.16% 3.29% 2.67% 3.18% 3.04% 2.89%
3.31% 3.71% 6.76% 7.21% 8.04% 8.25% 6.97% 6.58% 7.45% 6.63% 4.31% 5.32%
9 117.94% 17.02% 10.01% 8.58% 10.02% 8.02% 7.22% 8.11% 5.67% 7.33% 9.23% 5.85%
10 4.18% 6.91% 8.45% 10.32% 10.23% 9.37% 9.42% 10.29% 8.35% 8.083% 7.51% 5.11%
11 0.17% 0.36% 0.46% 2.15% 4.98% 5.77% 6.15% 6.68% 4.77% 5.85% 6.48% 6.53%
12 3.59% 5.57% 5.86% 7.82% 7.71% 5.30% 4.40% 4.02% 2.44%

13 2.67% 5.35% 5.02% 5.86% 7.52% 9.59% 13.57% 12.08% 10.76% 10.90%
14 | 14.29% 12.36% 9.02% 8.76% 6.36% 3.91% 3.92% 1.82% 1.41%

15 4.36% 2.18% 3.40% 2.45% 1.28% 1.18% 1.03% 0.35%

[eo] BN (3] (3] B [@5] | \V) B

16 0.04% 0.29% 0.50% 0.95% 3.91% 5.42% 7.08% 8.55%
17 0.29% 0.79% 1.23% 221% 3.97% 5.61% 6.87% 7.60%
18 0.23% 0.45% 0.90% 1.29% 4.32% 5.53% 5.96% 7.20%
19 0.35% 2.18% 2.01% 2.23% 0.51% 0.31% 0.28% 0.12%

20 1.56% 2.46% 2.25% 2.77% 4.54% 4.56% 6.16% 7.74%
21 0.71% 1.63% 6.11% 6.35% 8.83% 10.50%

Additional Information.:

1993-1994: Split of cluster 14 into cluster 14(40%) and 12(23%)
1995-1996: Split of cluster 9 into cluster 9(38%) and 17(16%)
19999-2000: Merge of cluster 6 and 15 into cluster 6

2000-2001: Merge of cluster 12 and 14 into cluster 12 (see previous split)

Fig. 1 Cluster size as percent of total papers in knowledge communities over time
Innovating communities

The evolution of clusters over time can be seen as a result of the choices agents make as
they, in aggregate, position themselves on the intellectual landscape. Figure 1 represents
the dramatic evolution of the computer science landscape from 1992 to 2003. Appendix 1
details our proposed names for each knowledge community and also provides some details
(top three most cited papers, top keywords, etc.).!

In 1992 we observe 14 knowledge communities. Between 1992 and 1999 seven new
knowledge communities formed and none disappeared. This finding is in keeping with the
dramatic growth of computer science in the Internet boom in California’s Silicon Valley
and around the world. In these years the Nasdaq index, disproportionately heavy with
technology and Internet stocks, rose from approximately 600 to 4,000.

From 1999 to 2001 five knowledge communities disappeared and none were created.
These broad cluster trends are in keeping with the collapse of the Internet bubble and the
fall of the Nasdaq from 1999 to 2001 to almost 2,000. The movement and rates of change
of clusters also reflect these changes, with more activity during times of shakeup in 2000—
2001. The general trends in our data examining computer science knowledge communities
closely track changes in the financial sector.

We see the emergence of a number of clusters that were not present at the start of our
study. In 1996 a new cluster emerged on “Internet search.” One of its top three most
cited papers is by Larry Page and Sergey Brin, the founders of Google, who built their
first search engine in 1996, founded a company in 1998, and went on to have a

! Appendices with other details on the 21 knowledge communities identified are available from the author.
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Table 1 Summary statistics for clusters

Cluster # Total Total Cite/ InClustBib CAGR
papers cites Paper (%)

1 7,892 50,924 6.45 44.29 —6.83

2 9,368 70,414 7.52 41.04 —5.06

3 7,022 46,199 6.58 42.92 —4.16

4 4,144 39,962 9.64 28.39 n/a

5 6,053 50,990 8.42 22.74 n/a

6 6,070 39,854 6.57 37.53 6.17

7 3,968 32,076 8.08 38.23 —9.85

8 7,743 47,861 6.18 38.94 0.40

9 9,002 89,961 9.99 27.49 —9.68

10 10,180 86,158 8.46 40.72 1.85

11 5,890 52,377 8.89 28.85 39.01

12 5,990 32,899 5.49 43.11 —13.59

13 9,566 52,569 5.50 41.58 13.82

14 3,818 39,589 10.37 26.85 n/a

15 950 7,050 7.42 14.18 n/a

16 2,297 12,239 5.33 24.03 76.57

17 2,743 15,890 5.79 23.37 44.07

18 2,428 12,307 5.07 29.32 51.74

19 472 3,886 8.23 10.24 n/a

20 3,289 26,104 7.94 32.88 28.04

21 3,043 11,185 3.68 18.51 11.44

Variables represent totals for clusters from 1992 to 2003 or from emergence to disappearance from data
Cite/Paper is the average citations received by a paper in that cluster
InClustBib is calculated as the % of citations made by a cluster to papers also in that cluster

CAGR of clusters that emerge during data range are calculated beginning their second year in data

multi-billion-dollar IPO in 2004. In 1996 the knowledge community representing “Internet
search” comprised only 0.23% of our computer science papers; in 2003 it represents
7.20%. This leads to a CAGR of 51.74% from 1998, when Google was founded, to 2003—
the second highest of all clusters after only cluster 16 representing the related topic of
“congestion control,” which also emerged in 1996 (Table 1).

Variables
Performance variables

Our dependent variable for cluster is a measure of the “vigor” or performance of a cluster
at a given time. To model this we use the number of papers presented at conferences or
published in computer science journals in a cluster from 1992 to 2003, controlling for the
number of papers published the year before. Thus, effectively, we are measuring the
performance of an intellectual community controlling for the prior year’s number of papers
it published. To generate this variable we aggregate number of papers published by each
cluster into year-long time periods, consistent with a broad set of network papers in
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technology and strategy (Rosenkopf and Nerkar 2001). This provides us with a summary
measure of how many “members” an intellectual community was able to both attract and
promote. To simplify the relative scale of our data we divide the number of papers by 1,000
in our regressions.

Cohesiveness

We are interested in seeing if the intellectual “cohesiveness” or “overlap” of both the
shared rhetoric (words) and shared knowledge (papers cited) of the knowledge community
are significant for predicting its performance. Our goal is to find a measure of how par-
adigmatic knowledge and language are within a school of thought.

For the Knowledge Cohesiveness variable we represent how widely the cluster as a
whole searched for knowledge during that year in the intellectual landscape vs. how
focused (coordinated) that search was. This is done by computing the average similarity
between the citations structure of each paper and the overall citations structure of the
cluster, where similarity is as defined in the previous clustering section. We constructed
a similar variable for rhetoric in the cluster by taking the title and keywords of each
paper and, as is common, removing “stop” words such as “and,” “if,” and “by” and
then “stemming” them so that, for example, Learning and Artificial Intelligence
becomes Learn Artifici Intellig. Keywords are selected by the author and included in the
journal to identify the distinctive research focus of the paper (Abrahamson 1996;
McCloskey 1998). We then construct the Rhetorical Cohesiveness variable as we con-
structed Knowledge Cohesiveness above. This is a proxy for how similarly people in a
cluster use language.

The average of these for each cluster in each year is a measure of the extent to which a
cluster’s use of rhetoric is narrow or disperse and the extent to which a cluster’s use of
knowledge is focused or expansive. This is measured as:

nc

> sim(e;, cenc)
i=1

nc

where C represents a cluster for a given year; i indexes papers in cluster C, and nc is the
number of papers in cluster C; and sim(-) is the measure of similarity as previously defined
in the clustering methodology. These processes yield measures, relative to other clusters, of
how disperse or focused the use of knowledge and the use of rhetoric are for this cluster in
this year.

Uniqueness

We are also interested in how different an intellectual community is, either in the
knowledge it generates or in the rhetoric it uses, from other intellectual communities.
Uniqueness of Rhetoric represents how unique the rhetoric of a school of thought is at a
given point in time compared to other clusters. Uniqueness of Knowledge is a measure that
represents how unique the sources of knowledge of a school of thought are at a given point
in time. The variable is computed in the same way as Uniqueness of Rhetoric, using
citation structure rather than words.

In this calculation we focus on the average citation or rhetoric for a cluster, and compare
it to all other clusters’ average citations or rhetoric. For example, if a cluster generally uses
the same keywords or cites the same papers, the average for this cluster will be small.
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Rate of change

Adaptability or rate of change for a cluster is an important measure of how flexible a
cluster is over time. We assume that over time in a changing environment, flexible clusters
move more than less flexible clusters. Since knowledge changes as a function of other
knowledge, we use a relative measure of change in constructing this variable. Given our
averages or centroids for citation structure and language per cluster, we construct a cosine
similarity between each cluster and itself in the previous year. The difference between the
cluster average from year 7 to t 4+ 1 is a measure of the “rate of change” of a cluster over
time. To smooth out this number over time we take the 3-year running average of this
change as our variable of interest. However, a cluster’s average rates of change over 1, 2, 5,
and all years were comparable. The change in rhetoric represents how much the words a
cluster uses change (operationalized as described previously) from one year to the next; the
change in knowledge represents how much a cluster’s average use of citations (or the
knowledge sources it draws from) changes from one year to the next. It is defined as:

T

Zo sim(ceny—, ceny_(4 1))
1=

T

where ¢ indexes the years considered in the formula; 7 is the span of years we consider; and
sim( ) is the measure of similarity as previously defined.

Leadership/coordination controls

A common way to explain differential performance in firms is to look at the level of
leadership or coordination. We test for such effects on three levels—from members of the
knowledge community, for concentration of the institutions the members identify with, and
for concentration in distribution in the community (Porter 1998).

While an intellectual community does not have CEOs or boards, influential members
can act as intellectual leaders (Pfeffer 1993). We identify influence ties between authors of
papers and the authors of those papers that they cite and thereby construct an influence
network for each cluster. We then run centrality measures on these networks to measure
the clusters’ eigenvector, degree, and in-degree centrality. We found eigenvector to be the
most useful measure of centrality, since it measures both direct and indirect influence,
though all measures led to similar results (see robustness, Table 4).

We also wish to control for the potential coordinating influence of institutions. For
example, a school such as MIT or a company such as Google might be home to a significant
number of members of a school of thought, and thus the formal control, social network,
institutional norms, and institutional organization these institutions exhibit may contribute
to the de facto coordination of the school of thought. To construct a variable to measure this
we first identified the institutions that the authors in the database identified within their
papers. We then found the percent of papers for each cluster that came from the most
common 10 schools, research institutions, or companies to see if a cluster had concentrated
influences by a few institutions. We also measured the concentration of the top 1, 2, 3, and 5
institutions and received similar results. We assume that a higher concentration of control
by a few players in a knowledge cluster increases the potential for cluster coordination.

Lastly, we feel a coordinating or leadership role might be played if an intellectual
community is dominated by a powerful institution that controls distribution for that
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cluster—such as a journal or conference that acts as a gatekeeper for the community. In
this case we look at the percent of articles published in the 10 most common venues of the
authors (either journals or conferences). We also measured the concentration of the top 1,
2, 3, and 5 institutions and received similar results.

Prestige Controls

Prestige is a powerful factor in explaining differential performance in organizations; we
wish to test whether this also holds true of knowledge communities. As with leadership, we
therefore control for prestige on the member, journal/conference, and employer/university
levels of analysis. For members we wish to control for the prestige that would result from
the “top” members of a field preferring to publish in some intellectual communities,
leading to superior performance. We constructed this variable by finding the authors who
had been nominated to the prestigious post of fellow by the three top societies in computer
science—the Institute for Electrical and Electronics Engineers, the Association of Com-
puting Machinery, and the National Academy of Engineering—from 1975 to 2005 and
counting the number of these fellows who published in any of our intellectual communities
by cluster and year. Next we constructed a variable that counted the number of papers
coming from the most prestigious 20 universities in computer science as ranked by the US
News and World Report graduate school rankings of academic programs. By doing this we
help control for the tendency for some intellectual communities to be associated with
prestigious institutions. Lastly, we constructed a variable that counted the number of
papers published in the top 10 most prestigious journals as ranked by impact factor in
Thomson ISI’s Impact Factors, which ranks the influence of journals, and the top 10 most
prestigious conferences, as ranked by citation impact by DBLP. While the Impact Factor
methodology has flaws when used in marginal cases, we feel it is adequate to identify the
rough group of very top journals in narrowly defined fields—the top 10 list used was
examined by a number of tenured professors in computer science who verified it as
reasonable. We took these counts broken up by cluster and by year, and ranked them within
year by cluster. This rank-ordered list of clusters by year indicated the relative prestige of
knowledge communities on multiple levels.

Industry/academia controls

Each author of each paper is coded as being affiliated with a firm or academic/research
institution. We then code each paper as “academic” if all of its authors are affiliated with
academic/research institutions, “industry” if all of its authors have firm affiliations, and
“mixed” if some of its authors are affiliated with firms and some with academic/research
institutions. We entered this information into the regression by including the two cate-
gorical variables “mixed” and “industry.”

Analysis

Regressions

Since our data encompasses dynamic communities and measures their characteristics over
time, we use a cross-sectional time series model to gain insight into the effects of
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community attributes. We estimated our models using Generalized Least Squares (GLS),
including robust standard errors for determining statistical significance. This approach
allows us to investigate the time trends within our data while also adjusting our standard
errors for intragroup correlations, since we believe the performance measures of any
cluster will be correlated over time. In addition, we evaluated a variety of plausible model
estimation methods, explored further in our robustness section.

A Wooldridge test for first-order auto-correlation in panel data (Drukker 2003;
Wooldridge 2002) found that, as expected, our data exhibited autocorrelation, which
implies that a time lag will be required to ensure independence of residuals
(F(1,21) = 228.358, p < 0.0001). After testing different lag periods for appropriateness
using Akaike’s Information Criterion (AIC), we include the cluster’s prior year perfor-
mance in the model (1-year lag) as a predictor. A 2-year time lag yielded comparable
results.

Our dependent variable is a measure of the performance of the intellectual community
over time. Since our dataset consists of papers published in the field of computer science
from 1992 to 2003, we choose to use the total number of papers published by each
community in each given calendar year as a measure of cluster vigor or “success.” We
include a 1-year lag in the regression as well, controlling for the prior size of the cluster on
year earlier.

The empirical goal of our model is to explore the extent to which we can measure
community attributes and use them to predict performance. Specifically, we consider how
the community draws on past knowledge and generates persuasive rhetoric by measuring
the cohesiveness and uniqueness of both. We estimate our model as follows:

Yir = B X + bi - zip + eir

where i indexes our clusters from 1 to n, ¢ indexes years (time), and (1) y;; denotes our
response variable, (2) f§ represents the portion of effects that is constant across clusters (the
fixed effects), (3) b, represents the portion of our effects that varies between individuals
(the random effects), (4) x;; is the vector of our predictors, (5) z; is a subset of our
predictors x;,, and (6) e;, represents the error term for our model.

Our base assumption is that our response is multivariate-normally distributed:
Y ~MVNIpX, V], where V is a block diagonal, symmetric, matrix as V = diag[V},
V2,...,V,] with each component matrix V; composed of two components: V; =X, + T

In our chosen specification, X signifies the usual error terms arising from the random
effects model, while Tzl.is an optional additional term that will reflect the alternative error
possibilities we explore later in our robustness section. For our chosen models we have
simply V; =X

Zj*

Models

We arrive at our full model by analyzing variables systematically to examine their marginal
effects as well as the end joint effects. Model 1 contains only the control variables—Iead-
ership, prestige, and the industry/academic dummy variables. In Models 2—4 we consider first
our variables for community cohesiveness, then our variables for community uniqueness, and
lastly our variables for community flexibility. Finally, in Model 5 we consider our full model
with all community attributes simultaneously included (Tables 2, 3).
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Table 3 GLS estimates (time series GLS estimation)—dependent variable: number of papers published by
a community in a given year

@ @ (€)) “ (6))
Cohesiveness
Knowledge (1.090)** (1.032)**
Rhetoric 1.155% 1.169%#%*
Uniqueness (4.354)* (4.040)*
Knowledge 1.536%** 1.494%#5%%
Rhetoric
Adaptability
Knowledge 0.173 0.293*
Rhetoric (0.004) (0.272)*
Control variables
Lagged response
One year 0.669%** 0.6327%** 0.591%** 0.623%** 0.557%%%
Leadership controls
Journal Leadership (4.715) * (4.649)* (3.323) (4.809)* (3.240)
School Leadership 0.316" 0.152 (0.249) 0.213 (0.394)
Member Leadership (0.006)** (0.004)*" (0.005)* (0.005)* (0.004)*
Prestige Controls
Journal Prestige 0.006 0.006 (0.001) 0.005 (0.002)
School Prestige (0.018)** (0.018)** (0.018)*** (0.017)** (0.019)***
Member Prestige 0.004 0.004 0.010* 0.005 0.011%%*
Industry/academy affiliation controls
Pure Industry Affiliation 1.528%** 1.454%%* 0.519* 1.428%%%* 0.599 *
Mixed industry/ (0.340) (0.518) (0.823) (0.508) (0.858)"
academy affiliation
Constant 0.176%* 0.164+* 0.103 0.149* 0.108
N 231.000 231.000 231.000 231.000 231.000
R 0.794 0.800 0.828 0.798 0.835
7 1,536.359 1,689.914 2,110.959 1,682.826 2,213.746

#% p < 0.001;%*% p < 0.01;* p < 0.05;  p < 0.10. Standard errors in parentheses
Note: The number of papers in our regressions divided by 1,000 to simplify the relative scale

Results

Model 1 indicates that among our Leadership Controls both Journal Leadership and
Member Leadership are significant and have negative effects on community performance.
Only one of our Prestige Controls, School Prestige, is significant and negative.

Model 2 introduces the first of our main variables of interest, community cohesiveness.
We find that cohesive rhetoric is associated with improved performance, while a broad use
of knowledge maximizes performance.

Model 3 examines the second of our main variables of interest, community uniqueness.
We find that a knowledge community maximizes performance when it uses rhetoric that is
similar to that of other clusters, while knowledge, as represented by citations, that is
gathered from diverse sources predicts superior community performance.
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Model 4 uses the third pair of our chief variables of interest, community flexibility. We
find that, when taken without our prior variables of interest, the flexibility of knowledge
communities, in both rhetoric and citations, is not a statistically significant predictor of
community performance.

Model 5 incorporates all the previously discussed variables for a simultaneous exam-
ination of their effects on knowledge community performance. We find that all main
variables of interest retain the significance and direction found in Models 2-3. Addition-
ally, our variables of interest from Model 4 are now significant predictors and collectively
explain 83.5% of the variation in knowledge community performance. The variable for
mixed industry/firm affiliation becomes statically significant at the p < 0.10 level in this
model. Table 2 displays a summary of our model coefficients and their statistical signif-
icance, along with model goodness of fit summaries for all five models.

In all our models we examined the coefficients of industry affiliation. We found that
throughout Models 1-5 community performance is enhanced by a high percentage of
purely industry-affiliated papers, though in Model 3 this effect is only significant at the
p < 0.10 level. On the other hand, a higher percentage of mixed industry-affiliated papers
indicated a slightly negative, though statistically insignificant, impact on community
performance. This indicates that the effect of higher proportions of purely academic-
affiliated papers is indistinguishable from that of mixed-affiliation papers. Clusters with
higher proportions of purely industry-affiliated papers were associated with higher per-
formance than clusters with elevated proportions of either purely academic or mixed-
affiliation clusters.

Since our hypotheses examine use of citations and rhetoric for the same three measures,
we now examine the correlation between rhetoric and citation structures for each pair of
similar variables. There is a significant, positive relationship between citation and rhetoric
measures for all three knowledge community measures. For knowledge community
cohesiveness, regressing the similar measures for rhetoric on citations yields an r* of 0.846,
indicating that approximately 85% of the variation in Rhetorical Cohesiveness is attrib-
utable to changes in citation cohesiveness. Similarly, for knowledge community unique-
ness the * of 0.4008, approximately 40% of the variation in rhetorical uniqueness, is
explained by changes in citation uniqueness. Lastly, an /* of 0.9004 for knowledge
community flexibility indicates that about 90% of the changes in rhetorical flexibility are
explained by corresponding changes in citation flexibility. It is important to note that the
trends identified by these measures are consistent throughout the dataset; the extremely
high correlations are chiefly due to extreme values. The large correlations for community
cohesiveness and community flexibility indicate that the inclusion of both knowledge and
rhetoric variables might cause problems in our regressions as a result of the “wrong sign”
problem (Gugarati 1995). To address these concerns we have examined our models
without the paired variables that create these issues.”

2 To check Model 2 for this effect we kept the same controls and ran the model with both knowledge and
rhetorical cohesiveness alone. Each variable retained its direction but became slightly less significant.

In Model 3 the individual inclusion of each variable sees knowledge uniqueness flip to the positive when
included individually; however, it is not statistically significant. This could indicate that our joint signifi-
cance reveals a secondary trend in knowledge uniqueness that is only evident after controlling for the
rhetorical uniqueness of a cluster. Rhetorical uniqueness retains its significance and direction when it is
included alone in Model 3.

In our investigation of Model 4 we found that Knowledge Flexibility retained its significance and direction
when included individually while Rhetorical Flexibility did flip to the positive direction but without sta-
tistical significance. This individual flip explains why the original Model 4 including both variables finds
neither to be significant.
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The large correlations between rhetoric and knowledge suggest that the use of interaction
effects could untangle the nature of the relationships between variables. Specifically, we
wonder what the relationship is between the pairs of variables for cohesiveness, uniqueness,
and flexibility for knowledge and rhetoric, and also about the relationships between each of
these variables and cluster size. We revisited our models including the interaction effects
between pairs of knowledge community variables. For uniqueness we found that interaction
effects are not significant and thus have no impact on our results. For cohesiveness, on the
other hand, the interaction effect was more significant than either rhetorical or Knowledge
Cohesiveness variables, and the Rhetorical Cohesiveness effect no longer supports our
hypothesis. Since both of our variables for cohesiveness are expressed as decimals, it is not
surprising that the product of these two variables demands a larger coefficient to com-
pensate. When the interaction effect for flexibility is added, rhetorical flexibility continues
to support our original hypotheses, but citation flexibility now falls slightly short of sta-
tistical significance. These findings confirm that knowledge and rhetoric have some dif-
ferential relationship, while 4 of our 6 hypotheses remain fully supported.

We also examined the interaction of prior-year cluster size with our knowledge and
rhetoric variables. These interactions were largely insignificant, with the only notable
exception being the interaction between rhetorical uniqueness and prior-year cluster size.
This interaction suggests that the effect of rhetorical uniqueness may be related to the size
of the cluster. This could be related to an intrinsic property of clusters or an artifact of
variable construction.

These correlations do not negate our findings, but they do require us to keep in mind that
when interpreting our regression coefficients we assume that all other variables in the
model are held constant. That the use of language and the use of citations are related to
each other is not surprising, since authors are citing papers they learned from. Language
and source of language are inseparable but not identical—a paper, while it relies on
citations, is not a function of them. In order to isolate the effects of language and
knowledge sources we chose to leave out interaction effects in the main models.

Robustness

Many additional factors in our analysis have not yet been considered, and our preceding
models have a number of limitations. Table 4 summarizes the results for the first three
robustness checks, and Table 5 summarizes the fourth.

First, our original dependent variable is a count of papers published by a cluster in a
given year. To focus on the impact of a cluster, we replace this with the aggregate number
of citations received by publications from each cluster in a given year, another powerful
measure of the community’s success—though we believe this latter quantity emphasizes
long-term impact over current performance. As seen in Model 2 in Table 4, the use of
Total Citations does not affect the direction of our coefficients; however, only Knowledge
Cohesiveness and rhetorical uniqueness retain their significance.

Second, the use of Total Citations above as our dependent variable affords us the
unusual ability to subdivide the dependent variable into internal and external measures of
impact. We divide the citations received by a cluster into two distinct variables,

Footnote 2 continued

Finally, to verify our results in the final model are not unduly influenced by these we included just one of
each pair and found our directions remained fairly consistent with the expected changes in significance
already detailed in the earlier models.
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Table 4 Robustness table

(1) 2 (3) (4) 5 (6)
Base Totcites Endo-cites Exo-cites Degree In-Degree
Cohesiveness
Knowledge (1.032)**  (11.343)** (6.745)*** (4.599)* (1.842)*** (2.186)***
Rhetoric 0.169%** 8.188 5.045% 3.143 0.167** 1.586%#*
Uniqueness
Knowledge (4.040)* 44.069)"  (24.015)** (20.054) (3.308)"  (2.999)
Rhetoric 0.494%#% 13,93 ***  57]13%** 218k (.S515%**k  ].207H*k*
Flexibility
Knowledge 0.293* 1.877 1.071% 0.806 0.377%* 0.294*
Rhetoric (0.272)* (1.360) (0.838)"  (0.522)  (0.339)**  (0.283)*
Centrality
Member Leadership (Degree) 0.008
Member Leadership 0.015*
(In-Degree)
Control variables
Lagged response
One Year 0.557#%*%  1.566** 0.403 1.163%*  0.550%%*  (.570%**
Leadership controls
Journal Leadership (3.240) (35.194) (15.535) (19.658) (3.140) (3.338)
School Leadership (0.394) (1.215) 0.053 (1.269)  (0.590)* 0.447)*
Member Leadership 0.004)*  (0.040)0"  (0.017)"  (0.023)"
(Eigenvector)
Prestige Controls
Journal Prestige (0.002) (0.058) (0.032) (0.026)  (0.002) (0.002)
School Prestige (0.019)*** (0.152)**  (0.060)* (0.092)*  (0.018)*** (0.016)***
Member Prestige 0.011%* 0.014 0.043* (0.029)  0.011* 0.011%*
Industry/academy
affiliation controls
Pure Industry Affiliation 0.599* 5.997* 2.335% 3.662 0.391 0.316
Mixed industry/ 0.858)"  (10.761)"  (3.275) (7.485)* (0917)Y  (0.981)*
academy affiliation
Constant 0.108 2.651%*%*%  0.524 2.127%%% (0.104 0.070
N 231 231 231 231 231 231
R? 2 ,213.746 765.696 508.747  819.769 2,191.543 2,274.363
7 0.835 0.634 0.528 0.641 0.834 0.837

% p < 0.001; #* p < 0.01; * p < 0.05; ¥ p < 0.10. Standard errors in parentheses

Note: Numpapers, Totcites, endo-cites and exo-cites divided by 1,000 to adjust scale

representing citations received from other papers within the community and citations
received from outside the community, and examine these two quantities individually. The
results of these analyses are reported in Models 3 and 4 in Table 4. While several variables
lose significance, in general the directionality of the coefficients confirms our primary
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Table 5 Evaluation of model specifications

o)) 2 3 “
RE (main model) MLE GLS—panel data GEE
Cohesiveness
Knowledge (1.032)** (1.032)* (1.053)*** (1.271)**
Rhetoric 1.169%#* 1.169%* 0.969%* 0.588%*%*
Uniqueness
Knowledge (4.040)* (4.040)* (0.847) (1.410)
Rhetoric 1.494#5#% 1.494 %% 1.196%%* 1.279%#*
Flexibility
Knowledge 0.293* 0.293* 0.2817%#%%* 0.337*
Rhetoric (0.272)* (0.272)* (0.249)** (0.233)*
Control variables
Lagged response
One Year 0.557%#%*%* 0.557%##* 0.478%#%%* 0.4097%%*%*
Leadership Controls
Journal Leadership (3.240) (3.240)*** (1.591)** (1.522)
School Leadership (0.394) (0.394)*" (0.322)" (0.400)
Member Leadership (0.004)* (0.004)* (0.003)* (0.005)*
(Eigenvector)
Prestige Controls
Journal Prestige (0.002) (0.002) (0.000) 0.001
School Prestige (0.019)** (0.019)*** (0.014)*** (0.017)***
Member Prestige 0.011%* 0.011%* 0.005 (0.001)
Industry/academy affiliation
controls
Pure Industry Affiliation 0.599* 0.599* 0.3317" 0.257
Mixed industry/ (0.858)" (0.858) (0.865)** (0.806)**
academy affiliation
Constant 0.108 0.108 0.155%* 0.155%*
N 231 231 231 231
7 2,213.746 416.196 950.264 1,110.231
LL n/a 61.448 126.399 n/a
R 0.835 n/a n/a n/a

% p < 0.001; ** p < 0.01; * p < 0.05; + p < 0.10. Standard errors in parentheses
Note: Numpapers divided by 1,000 to adjust scale

findings. Interestingly, the endo-cites analysis seems to parallel our findings more strongly.
These two observations, coupled with our prior checks regarding collinearity, may imply
that a knowledge community’s success is self-driven. If cluster success is indeed endog-
enous, the high 7 values of our internal measures, community cohesiveness and flexibility,
would be unremarkable because we would expect internal measurements to change
together as the community evolves. Perhaps some additional mechanisms influence endo-
cite patterns. For example, we notice an unexpected increase in the prestige variables in
this analysis, implying that, after controlling for other factors, cluster prestige is deleterious
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for attracting external citations. We are also struck by the loss of significance of the time-
lag variable in the endo-cites analysis. We speculate that perhaps same-cluster authors may
have pre-publication access to articles from within their field as a result of informal
exchanges of working papers, conference presentations, and generally quick diffusion of
ideas from their scholarly networks.

Third, we wish to further examine the author leadership measure used in the main
analysis. While an eigenvector measure of network centrality, which we used in our
main analysis, is a good measure of direct and indirect influence, it uses non-directional
ties. We therefore also measure for degree centrality, which includes only direct influ-
ence and in-degree centrality measures that represents uni-directional influence. These
results are displayed in Models 5 and 6 of Table 4. We find that the coefficients for all
but one of our variables of interest are perfectly consistent, both in direction and sig-
nificance, with our main model. Knowledge Cohesiveness is not statistically significant
in these models. The only other noteworthy change is that in-degree centrality, similar to
eigenvector centrality, achieves statistical significance, while degree centrality is not
itself statistically significant.

Fourth, we realize that numerous techniques could be validly utilized in modeling our
particular form of time-series data. Furthermore, parametric assumptions relating to the
variance-covariance structure are specific to each model estimation technique. In order to
test the robustness of our results to our choice of models we fit three statistically viable
alternative models, which differ chiefly in their error and variance-covariance structures.
The Random Effects model, estimated in both standard and MLE manners, makes general
assumptions common to all least squares methods. This broader assumption is less specific
than the panel-data GLS model, which does not force conformity upon correlations and
error terms where there could be a more complex structure. The GEE approach avoids
considering the variance-covariance structure as a necessity (though it remains an option)
in the correct specification of the distribution mean (Diggle et al. 2002; Long 1997) In
fitting our GEE model we utilized the option of specifying the within-group correlation
structure as AR(1) based on our prior results of the Wooldridge test for first-order auto-
correlation in panel data. A further positive attribute of both the GEE and the standard
Random Effects approaches is the ability to report significance using the robust modified
standard errors.

In terms of our earlier model specification, the panel-data GLS model takes on an
identical formulation to our GLS random effects model in all regards except for the second
term of the errors, denoted T; in the prior formulation above. This second term is no longer
ignored and features the auto-regressive terms based on panel-specific auto-correlations, as
shown in the following formula:

2

2
o, g Ao
n—
P203 02 Py 70,
Tz, =
n—1_.2 n—2 2 2
Pn Oy Pnp "0y " Oy

The GEE model is also identical in terms of the specification for the mean; however, the
Ts listed above for the panel-data GLS model would remain in the same general form but
with two slight modifications. First, the auto-regressive coefficients are constrained to be
identical across all panels (rows) such that p;, p» . p, = p. Second, the values of the 0'1-2
terms are adjusted for group membership, our cluster assignments, according to the
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Huber-White robust standard error calculations. For a full comparison of these alternative
model specifications via the results they generated, see Table 5.

Our alternative model specifications yield remarkably strong support for the robust-
ness of our findings. Across all alternative specifications the direction and statistical
significance of our variables of interest are nearly unchanged. Only Knowledge
Uniqueness loses significance when we utilize a different modeling technique. Interest-
ingly, in both our GLS and GEE models the measure of Pure Industry Affiliation loses
statistical significance, while the measure of mixed industry/academic affiliation becomes
negative and significant.

Our robustness analyses taken together provide additional support for our variable
choices and add nuance to our previous analyses. In our model comparisons the
consistency of the significance and direction for the coefficients gives us greater con-
fidence that our results are not artifacts of variable construction or model specification.
In the next section we discuss the significance and contributions of our statistical
findings.

Conclusion

We offer a macro-level framework for organizing large-scale innovation networks—called
knowledge communities—and attempt to show how persistent community-level charac-
teristics explain their differential success. Knowledge communities are a valuable level of
analysis for studying innovation in science and technology.

Not all scientists are part of such “clusters” of cohesive research. Only about 40%
of the work in computer science emerges from clusters of scientists who collaborate in
producing knowledge. Knowledge communities produce, however, a disproportionate
amount of the knowledge in computer science. In our dataset of computer science
publications in technical journals, 56.61% of citations are received by papers in
clusters even though only 43.67% of papers are in clusters. This trend is more dra-
matic within clusters, where 76.16% of citations go from one paper in a cluster to
another paper in a cluster. On the other hand, papers not in a cluster cite almost
proportionately to the ratio of papers in and out of cluster, with 41.32% of citations
going to the 43.67% papers in a cluster and 58.68% of citations going to the 56.33%
papers not in a cluster.

Recently literature on small worlds (Watts 1999) and geographic clustering (Porter
1998; Porter et al. 2004) has begun to address how large-scale networks contribute to
productivity. We focus on the way knowledge communities use knowledge and rhetoric to
help explain why some of these knowledge communities flourish and grow (Pfeffer 1993).
Building on theory from exploratory search and marketing, we find that the patterns for
knowledge use and use of rhetoric are very different. A broad-searching, far-ranging, and
flexible use of knowledge maximizes community performance, while a shared, common,
and stable rhetoric is most beneficial to community performance. We did not find support
for the proposition that the use of unique knowledge benefits knowledge communities.
Increased work by authors associated with firms had an overall positive effect on
knowledge community performance, but an increase in work done jointly by researchers
from firms and academic institutions led to an overall negative effect on knowledge
community performance.
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How do these characteristics lead to the functioning of knowledge communities? We
speculate that in situations of large-scale collaboration and low coordination, a shared
technical language helps minimize the cost and complexity of communication. Using a
unified and consistent rhetoric, we believe, allows researchers who are intensely collab-
orating to more efficiently exchange ideas and collaborate. A knowledge community’s
level of innovation flourishes, on the other hand, when the best knowledge is identified, no
matter where it comes from. Therefore, knowledge communities that search broadly and
remain intellectually nimble perform best. Particularly in the face of very diverse ideas,
expressing these innovations in a unified rhetorical and intellectual framework allows
many ideas to be absorbed by a successful school and translated into a unified, explanatory,
efficient, and shared rhetorical framework.

The logic of knowledge communities applies broadly to technology and science.
Indeed, clusters of cohesive research have been identified in almost every research field
(Aharonson et al. 2004; Braam 1991a; McCain 1987). Future research can more clearly
delineate the important relationship between firms and knowledge communities, not just
firms and scientific research. Many applications of this research are possible. We predict
that firms with researchers participating specifically in successful and innovative
knowledge communities will be more likely to generate successful innovation as
valuable knowledge is transferred back into the firm. Similarly, we believe that the
ability to identify and predict community success will be a valuable tool for govern-
ments trying to encourage promising nascent technology, or even in guiding the rule-
setting bodies of government to help encourage productive collaborative networks.
Venture capitalists may be interested in identifying what areas of technology are most
likely to be productive in order to more efficiently allocate investments. Lastly, given
the intertwined success and failure of knowledge communities, researchers may be able
to make more intelligent and productive choices when embedding themselves in a
research community.

Patterns of success and failure in science have explanatory consequences for the way
science as a whole develops. For example, we were able to note the rise of the
knowledge community for search technology in 1996 that preceded the growing
importance of this technology in the evolution of computer science—a community that
from its founding exhibited extremely focused rhetoric and very wide patterns of
knowledge exploration. Further research into the differential success of knowledge
communities will give us a better understanding of what guides the development and
direction of innovation. Most importantly, continued understanding of the underlying
causes of differential innovation in large-scale network structures should make it easier
to encourage successful collaboration between researchers and improve the functioning
of such communities, and lead as well to an increase in the overall velocity of research
and innovation.
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